**Stsm properties**

%=========================================================================

%

% Program to identify properties of US macro variables

%

%=========================================================================

%

%--------------------------- Functions ----------------------------------

%

%--------------------------------------------------------------------------

% ACF function based on running a sequence of OLS regressions

%--------------------------------------------------------------------------

load('sims\_data.mat')

%% As the function does not have the same name as the file itself, %

%it will not run. It will work as a property for the simulation code. You

%can call the function from simulation but the function itself will not

%execute.

function acorr = acf(y,lags)

acorr = zeros(lags,1);

t = length(y);

for i = 1:lags

y0 = trimr(y,i,0);

x = [ ones(t-i,1) trimr(y,0,i)];

b = inv(x'\*x)\*x'\*y0;

acorr(i) = b(2);

end

end

%--------------------------------------------------------------------------

% PACF function based on running a sequence of OLS regressions

%--------------------------------------------------------------------------

function pcorr = pacf(y,lags)

pcorr = zeros(lags,1);

t = length(y);

x = ones(t,1);

for i = 1:lags

y0 = trimr(y,i,0);

x = [trimr(x,1,0) trimr(y,0,i)];

b = inv(x'\*x)\*x'\*y0;

pcorr(i) = b(i+1);

end

end

stsm simulate

%=========================================================================

%

% Simulate an ARMA(2,2) model and compute the ACF and the PACF

%

%==========================================================================

function stsm\_simulate( )

clear all

clc

RandStream.setGlobalStream( RandStream('mt19937ar','seed',12) );

t = 200; % Define the sample size

lags = 10; % Number of lags in the ACF and the PACF

% Generate error process

% Step #1: we are taking an additional 100 observation. We are making a column of

% random variable of 301 rows and 1 column (200+101). It is advised in the

% exercise that we should simulate t+100 observations and then exclude the

% first 100 observations to avoid initialisation problem. so, (n+1)+100=T

% t+101.

ut = sqrt(0.1)\*randn(t+101,1); %An additional 100 observations

% ARMA(0,0)

mue = 0.0;

phi1 = 0.0;

phi2 = 0.0;

si1 = 0.0;

si2 = 0.0;

% Recserar: an autoregressive recursive series. autocorrelation function. The AR parameters are determined by the first

% p+1 elements of the autocorrelation function. The full autocorrelation

% function can then be derived by recursively calculating.The idea of

% recursive sequences in which later terms are deduced from earlier ones.

% Fibonacci retracement can be an example.For a sequence a1, a2, a3, . . . , an, . . . a recursive formula is a formula that requires the computation of all previous terms in order to find the value of an .

%Note: Recursion is an example of an iterative procedure.

% So to run autoregression we are using recserar. For computations of

% Fibonacci or similar autoregressive data calculation we should always use

% recserar. In the first stage we are trimming the first two rows of ut.

% Which gives it a 299 rows (number of additional p-1 th row, condition for

% recursive estimation, from the earlier 100+1+1 row. For the sake of

% iteration the next part of equation has first and the last row of the

% column omitted. Than si2 has last two rows omitted. Now look at the

% equation itself. It follows y = recserar(x,y0,a) structure where, % Inputs:

% x = a matrix of dimensions (n,k) (exogenous variables)

% y0 = a matrix of dimensions (p,k) (starting values)

% a = a matrix of dimensions (p,k) (lag parameters)

%

% Mimics the Gauss routine. So the first matrix gives you exogenous

% variables with autoregreeive recursion or iteration. Starting values

% are 0. Phi are the lag parameters as conditioned in basic equation. the omission follows 0 to 2 bevause we are calculating an ARMA(2,2)

% model...nothing else...if it was ARMA (3,3), the trimming would have

% followed 0 to 3 and we would have added upto si3.

yt = recserar( mue + trimr(ut,2,0) + si1\*trimr(ut,1,1) ...

+ si2\*trimr(ut,0,2) , [ 0.0; 0.0 ] , [ phi1;phi2 ] );

% Step 2: (Avoiding initialisation problem)- the following y0t excludes the

%first 100 rows and give you the latest values or the new values only in

% a new (n-1)=t=199 row matrix.

%%This is the cycle with new data.And so acf and pacf is applied on new 199 rows, not the earlier ones.

y0t = trimr(yt,100,0);

acf0 = acf( y0t,lags );

pacf0 = pacf( y0t,lags );

% ARMA(1,0)

mue = 0.0;

phi1 = 0.7;

phi2 = 0.0;

si1 = 0.0;

si2 = 0.0;

% this one is also same as earlier. we just have a new phi1 that changes

% the entire result.

yt = recserar( mue + trimr(ut,2,0) + si1\*trimr(ut,1,1) ...

+ si2\*trimr(ut,0,2) , [ 0.0; 0.0 ] , [ phi1;phi2 ] );

y1t = trimr(yt,100,0); % Trim the data

acf1 = acf( y1t,lags ); % Compute the ACF

pacf1 = pacf( y1t,lags ); % Compute the PACF

% ARMA(2,0)

mue = 0.0;

phi1 = 0.7;

phi2 = -0.5;

si1 = 0.0;

si2 = 0.0;

% this one is also same as earlier. we just have two new phis that changes

% the entire result.

yt = recserar( mue + trimr(ut,2,0) + si1\*trimr(ut,1,1) ...

+ si2\*trimr(ut,0,2) , [ 0.0; 0.0 ] , [ phi1;phi2 ] );

y2t = trimr(yt,100,0); % Trim the data

acf2 = acf( y2t,lags ); % Compute the ACF

pacf2 = pacf( y2t,lags ); % Compute the PACF

% this one is also same as earlier. we just have a new si1 that changes

% the entire result.

% ARMA(0,1)

mue = 0.0;

phi1 = 0.0;

phi2 = 0.0;

si1 = 0.9;

si2 = 0.0;

yt = recserar( mue + trimr(ut,2,0) + si1\*trimr(ut,1,1) ...

+ si2\*trimr(ut,0,2) , [ 0.0; 0.0 ] , [ phi1;phi2 ] );

y3t = trimr(yt,100,0);

acf3 = acf(y3t,lags); % Compute the ACF

pacf3 = pacf(y3t,lags); % Compute the PACF

% this one is also same as earlier. we just have two new si's that changes

% the entire result.

% ARMA(0,2)

mue = 0.0;

phi1 = 0.0;

phi2 = 0.0;

si1 = -0.2;

si2 = 0.7;

yt = recserar( mue + trimr(ut,2,0) + si1\*trimr(ut,1,1) ...

+ si2\*trimr(ut,0,2) , [ 0.0; 0.0 ] , [ phi1;phi2 ] );

y4t = trimr(yt,100,0);

acf4 = acf(y4t,lags); % Compute the ACF

pacf4 = pacf(y4t,lags); % Compute the PACF

% ARMA(1,1)

mue = 0.0;

phi1 = 0.8;

phi2 = 0.0;

si1 = 0.7;

si2 = 0.0;

yt = recserar( mue + trimr(ut,2,0) + si1\*trimr(ut,1,1) ...

+ si2\*trimr(ut,0,2) , [ 0.0; 0.0 ] , [ phi1;phi2 ] );

y5t = trimr(yt,100,0);

acf5 = acf(y5t,lags); % Compute the ACF

pacf5 = pacf(y5t,lags); % Compute the PACF

%\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

%\*\*\*

%\*\*\* Plot the series

%\*\*\*

%\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

% Switch off TeX interpreter and clear figure

set(0,'defaulttextinterpreter','none');

figure(1);

clf;

t= 0:lags;

%--------------------------------------------------------%

% Panel (a)

subplot(3,3,1);

plot(y2t,'-k');

title('(a) ARMA(2,0)');

%ylabel('$y\_t$');

%xlabel('$t$');

axis tight

box off;

%--------------------------------------------------------%

% Panel (b)

subplot(3,3,2);

bar(t,[1; acf2]);

title('(b) ACF ARMA(2,0)');

%ylabel('ACF');

%xlabel('lag');

h = findobj(gca,'Type','patch');

set(h,'FaceColor','w','EdgeColor','k')

axis tight

box off;

%--------------------------------------------------------%

% Panel (c)

% Panel (c)

%subplot(m,n,p) divides the current figure into an m-by-n grid and creates an axes for a subplot in the position specified by p. MATLAB® numbers its subplots by row, such that the first subplot is the first column of the first row, the second subplot is the second column of the first row, and so on. If the axes already exists, then the command subplot(m,n,p) makes the subplot in position p the current axes.

subplot(3,3,3);

%bar (x,y).bar(x,y) draws the bars at the locations specified by x.,

bar(t,[1; pacf2]);

title('(b) PACF ARMA(2,0)');

%ylabel('PACF');

%xlabel('lag');

%ax = gca returns the handle to the current axes for the current figure. If an axes does not exist, then gca creates an axes and returns its handle. You can use the axes handle to query and modify axes properties. For more information, see Axes Properties.

%Set the font size, tick direction, tick length, and y-axis limits for the current axes. Use gca to refer to the current axes. Starting in R2014b, you can use dot notation to set properties.

%If you are using an earlier release, use the set function instead.

%findobj returns handles of the root object and all its descendants without assigning the result to a variable.

h = findobj(gca,'Type','patch');

set(h,'FaceColor','w','EdgeColor','k')

axis tight

box off;

%--------------------------------------------------------%

%--------------------------------------------------------%

% Panel (d)

subplot(3,3,4);

plot(y4t,'-k');

title('(a) ARMA(0,2)');

%ylabel('$y\_t$');

%xlabel('$t$');

axis tight

box off;

%--------------------------------------------------------%

% Panel (e)

subplot(3,3,5);

bar(t,[1; acf4]);

title('(b) ACF ARMA(0,2)');

%ylabel('ACF');

%xlabel('lag');

h = findobj(gca,'Type','patch');

set(h,'FaceColor','w','EdgeColor','k')

axis tight

box off;

%--------------------------------------------------------%

% Panel (f)

subplot(3,3,6);

bar(t,[1; pacf4]);

title('(b) PACF ARMA(0,2)');

%ylabel('PACF');

%xlabel('lag');

h = findobj(gca,'Type','patch');

set(h,'FaceColor','w','EdgeColor','k')

axis tight

box off;

%--------------------------------------------------------%

%--------------------------------------------------------%

% Panel (g)

subplot(3,3,7);

plot(y5t,'-k');

title('(a) ARMA(1,1)');

%ylabel('$y\_t$');

xlabel('$t$');

axis tight

box off;

%--------------------------------------------------------%

% Panel (h)

subplot(3,3,8);

bar(t,[1; acf5]);

title('(b) ACF ARMA(1,1)');

%ylabel('ACF');

xlabel('lag');

h = findobj(gca,'Type','patch');

set(h,'FaceColor','w','EdgeColor','k')

axis tight

box off;

%--------------------------------------------------------%

% Panel (i)

subplot(3,3,9);

bar(t,[1; pacf5]);

title('(b) PACF ARMA(1,1)');

%ylabel('PACF');

xlabel('lag');

h = findobj(gca,'Type','patch');

set(h,'FaceColor','w','EdgeColor','k')

axis tight

box off;

laprint(1,'stsmsimulate','options','factory');

figure(2);

clf;

%--------------------------------------------------------%

% Panel (a)

subplot(3,3,1);

plot(y0t,'-k');

title('(a) ARMA(0,0)');

%ylabel('$y\_t$');

xlabel('$t$');

axis tight

box off;

%--------------------------------------------------------%

% Panel (b)

subplot(3,3,2);

bar(t,[1; acf0]);

title('(b) ACF ARMA(0,0)');

%ylabel('ACF');

xlabel('lag');

h = findobj(gca,'Type','patch');

set(h,'FaceColor','w','EdgeColor','k')

axis tight

box off;

%--------------------------------------------------------%

% Panel (c)

subplot(3,3,3);

bar(t,[1; pacf0]);

title('(b) PACF ARMA(0,0)');

%ylabel('PACF');

xlabel('lag');

h = findobj(gca,'Type','patch');

set(h,'FaceColor','w','EdgeColor','k')

axis tight

box off;

%--------------------------------------------------------%

%--------------------------------------------------------%

% Panel (d)

subplot(3,3,4);

plot(y1t,'-k');

title('(a) ARMA(1,0)');

%ylabel('$y\_t$');

xlabel('$t$');

axis tight

box off;

%--------------------------------------------------------%

% Panel (e)

subplot(3,3,5);

bar(t,[1; acf1]);

title('(b) ACF ARMA(1,0)');

%ylabel('ACF');

xlabel('lag');

h = findobj(gca,'Type','patch');

set(h,'FaceColor','w','EdgeColor','k')

axis tight

box off;

%--------------------------------------------------------%

% Panel (f)

subplot(3,3,6);

bar(t,[1; pacf1]);

title('(b) PACF ARMA(1,0)');

%ylabel('PACF');

xlabel('lag');

h = findobj(gca,'Type','patch');

set(h,'FaceColor','w','EdgeColor','k')

axis tight

box off;

%--------------------------------------------------------%

%--------------------------------------------------------%

% Panel (g)

subplot(3,3,7);

plot(y2t,'-k');

title('(a) ARMA(2,0)');

%ylabel('$y\_t$');

xlabel('$t$');

axis tight

box off;

%--------------------------------------------------------%

% Panel (h)

subplot(3,3,8);

bar(t,[1; acf2]);

title('(b) ACF ARMA(2,0)');

%ylabel('ACF');

xlabel('lag');

h = findobj(gca,'Type','patch');

set(h,'FaceColor','w','EdgeColor','k')

axis tight

box off;

%--------------------------------------------------------%

% Panel (i)

subplot(3,3,9);

bar(t,[1; pacf2]);

title('(b) PACF ARMA(2,0)');

%ylabel('PACF');

xlabel('lag');

h = findobj(gca,'Type','patch');

set(h,'FaceColor','w','EdgeColor','k')

axis tight

box off;

%laprint(1,'simrma','options','factory');

%--------------------------------------------------------%

%--------------------------------------------------------%

figure(3)

clf;

% Panel (a)

subplot(3,3,1);

plot(y3t,'-k');

title('(a) ARMA(0,1)');

%ylabel('$y\_t$');

xlabel('$t$');

axis tight

box off;

%--------------------------------------------------------%

% Panel (b)

subplot(3,3,2);

bar(t,[1; acf3]);

title('(b) ACF ARMA(0,1)');

%ylabel('ACF');

xlabel('lag');

h = findobj(gca,'Type','patch');

set(h,'FaceColor','w','EdgeColor','k')

axis tight

box off;

%--------------------------------------------------------%

% Panel (c)

subplot(3,3,3);

bar(t,[1; pacf3]);

title('(b) PACF ARMA(0,1)');

%ylabel('PACF');

xlabel('lag');

h = findobj(gca,'Type','patch');

set(h,'FaceColor','w','EdgeColor','k')

axis tight

box off;

%--------------------------------------------------------%

%--------------------------------------------------------%

% Panel (d)

subplot(3,3,4);

plot(y4t,'-k');

title('(a) ARMA(0,2)');

%ylabel('$y\_t$');

xlabel('$t$');

axis tight

box off;

%--------------------------------------------------------%

% Panel (e)

subplot(3,3,5);

bar(t,[1; acf4]);

title('(b) ACF ARMA(0,2)');

%ylabel('ACF');

xlabel('lag');

h = findobj(gca,'Type','patch');

set(h,'FaceColor','w','EdgeColor','k')

axis tight

box off;

%--------------------------------------------------------%

% Panel (f)

subplot(3,3,6);

bar(t,[1; pacf4]);

title('(b) PACF ARMA(0,2)');

%ylabel('PACF');

xlabel('lag');

h = findobj(gca,'Type','patch');

set(h,'FaceColor','w','EdgeColor','k')

axis tight

box off;

%--------------------------------------------------------%

%--------------------------------------------------------%

% Panel (g)

subplot(3,3,7);

plot(y5t,'-k');

title('(a) ARMA(1,1)');

%ylabel('$y\_t$');

xlabel('$t$');

box off;

%--------------------------------------------------------%

% Panel (h)

subplot(3,3,8);

bar(t,[1; acf5]);

title('(b) ACF ARMA(1,1)');

%ylabel('ACF');

xlabel('lag');

h = findobj(gca,'Type','patch');

set(h,'FaceColor','w','EdgeColor','k')

axis tight

box off;

%--------------------------------------------------------%

% Panel (i)

subplot(3,3,9);

bar(t,[1; pacf5]);

title('(b) PACF ARMA(1,1)');

%ylabel('PACF');

xlabel('lag');

h = findobj(gca,'Type','patch');

set(h,'FaceColor','w','EdgeColor','k')

axis tight

box off;

%laprint(1,'simarma','options','factory');

end

%

%------------------------- Functions -------------------------------------%

%

%-------------------------------------------------------------------------%

% ACF - based on running a sequence of OLS regressions

%-------------------------------------------------------------------------

%%As the function does not have the same name as the file itself,

%%it will not run. It will work as a property for the simulation code. You

%%can call the function from simulation but the function itself will not

%%execute.

function acorr = acf(y,lags)

% y rows and number of lags column%

acorr = zeros(lags,1);

% Number of lags row and one column of zeros %

t = length(y);

for i = 1:lags

% It will start at 1 and will continue iteration upto lag input number%

y0 = trimr(y,i,0);

% trimr will take the y matrix, will omit upto i in from the beginning of row and nothing will be omitted from the end of row. So if there are 199

% This is important...We need to remember if we are going to do matrix multiplication we will multiply with ones matrix always to get continues iteration/ MCM (matrix chain multiplication)(cumulation) until we get to a 2 by 2 matrix from a very big matrix. In case we will do matrix summation we need to use zeroes matrix, not ones to get the cumulative matrix.

%For example

%%x= x1+x2+x3+x4, sum= zero matric, for i=1:4, sum=sum+x!

% It will give you, for i=1, sum=x1, for i=2, sum=x1+x2 and will continue

% until it reaches x4.

% In this step of converting the i by 1 matrix to 2 by 2 matrix (squared matrix)..So now we are converting the i by 1 matrix to i by 2 matrix%%

x = [ ones(t-i,1) trimr(y,0,i)];

xp=x';

% we just multiplied matrix x with its inverse or x'.and we have a squared

% matrix or a two by two matrix

x00 =xp\*x;

% We can only use inv on squared matrix. Remember, while (ix1)x(ix1)'

% will give you a squared matrix by rotating and multiplying rows and

% columns, inv is 1/x only. It will rotate the entire matrix by replacing its rows and columns.

x11 =inv(x00);

x12 = x11\* x';

x13 = x12 \*y0;

% x13 is the desired two by two matrix

b= x13;

% b = inv(x'\*x)\*x'\*y0; This is simply Least square solution for estimation of beta using the least square estimation method. Least square estimation is finding that particular value of parameter that minimizes sum of squared error or minimizes RSE from a linear model. This equation simply gives you , that is the parameter value minimizing RSE. Simple.Page 146 of the 2nd book.

acorr(i) = b(2);

end

end

%-------------------------------------------------------------------------%

% PACF - based on running a sequence of OLS regressions

%-------------------------------------------------------------------------%

function pcorr = pacf(y,lags)

pcorr = zeros(lags,1);

t = length(y);

x = ones(t,1);

for i = 1:lags

y0 = trimr(y,i,0);

% Wow, the following x is same as x in acf..exactly same...here

% we have produced the ones matrix earlier, and than we trim...we

% could simply followedd the acf way or we could use this in acf...

% just remeber, they did t-i in acf and here its just 1 excluded.

% I think to maintain dimension, it should have been trimr(x,i,0).

% it is just x = [ones(t-i,1) trimr(y,0,i)]

x = [trimr(x,1,0) trimr(y,0,i)];

b = inv(x'\*x)\*x'\*y0;

pcorr(i) = b(i+1);

end

end

stsm roots

roots

Polynomial roots

[expand all in page](javascript:void(0);)

The roots function solves polynomial equations of the form p1xn+...+pnx+pn+1=0. Polynomial equations contain a single variable with nonnegative exponents. To find the roots of other types of equations, use [fzero](file:///C:\Program%20Files\MATLAB\R2015a\help\matlab\ref\fzero.html).

**Syntax**

* r = roots(p)[example](file:///C:\Program%20Files\MATLAB\R2015a\help\matlab\ref\roots.html#buo5g2u-1)

**Description**

[example](file:///C:\Program%20Files\MATLAB\R2015a\help\matlab\ref\roots.html#buo5g2u-1)

r = roots([p](file:///C:\Program%20Files\MATLAB\R2015a\help\matlab\ref\roots.html?searchHighlight=roots#inputarg_p)) returns the roots of the polynomial represented by p as a column vector.

p is a vector containing n+1 polynomial coefficients, starting with the coefficient of xn. A coefficient of 0 indicates an intermediate power that is not present in the equation. For example, p = [3 2 -2] represents the polynomial 3x2+2x−2.

**Examples**

[collapse all](javascript:void(0);)

[Roots of Quadratic Polynomial](javascript:void(0);)

[Roots of Quartic Polynomial](javascript:void(0);)

Solve the equation ![$x^4 - 1 = 0$](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAEIAAAANCAIAAACSOC8GAAAAB3RJTUUH3gweERcIh2rfsQAAA11JREFUSInFVs9LKlEUvlfHZiwGUwYUigg0SzcVGhbapmxd0aLcRZv2QdtoEbTtH8hNLVsZ5cYWUZEEZSmUSSLmQmxyyqJynB/nLeY9kfxRLx+8szpz77nfd757zz13MACgOgYAGGO/3z88PGy325XPesH/11T1JpSk4/H4zs6OWq1ukqbBZjWJpvh1ZWCMn5+fM5mM2WyWJKlJYoyxJEk8zzeJU0Z7fX29v7/neR5jDAB1ZSCEotGow+GgKEqlahTW2AAglUoFg8HFxcWDgwPU3MkoawOBwMbGRiKRWF1dvby8xBjXze/s7Ixl2aenp4eHh1QqJcvyzy4GAHAcx/P8xcVFoVD4sQD0p86TyeT6+rrP5/N6vSMjI8vLy6Io/pZRKpVYli2zIoRomiZJMplMptPpXC4nCMLPuFUqlcPhmJiYMBgM/6RD7O/vt7W1WSwWhJDH48lkMufn5wRC6PHx8eTkpFgs5vN5i8Vyc3MjSdLS0pLNZguHwxqNRpblarh6tVEz11Kp1OCCvby8FIvF6oUAQJKkTqerHEwkEiaTSfG1Wi0A/Jaxt7fn9XqNRuPQ0NDa2lp7e/vx8bGCYrVat7a2MMbVzepvt7ZePACEQqFoNEoQxKcpURRtNtvs7GzlYC6XI0myjKlWq7PZLMHzvMvl6ujoiMfjFEU5nU6GYXw+nxJkMBhqcrMsGwqFlEbxibi/v9/pdP6VvOnp6cnJyZqnUd1dKIoqFwIAyLKs0WgIkiT7+voQQpFIRK/XG43G73DTNO1wOKrrBAAYhqmOhz9Wc+ru7i6fz1dnLMuyXq/v7e2tHOzq6rq6ulJ8URQFQbDb7UShUAgGg3Nzc6FQyO12I4Sur6/f39+dTmeDZ5uiKKvV+h3BirW2thIEQVEUqlVduVwunU5X160kSZ2dnZ9kuN3uQCBQKpVaWlqy2awsy4ODg0QkEllZWTGZTB8fH6IoplKpcDg8NTVVk+8HBgC3t7dHR0exWGx3d5dhmIGBAZqmywEYY4/H4/F4voRS8hkfH+/u7t7e3l5YWNjc3JyZmTGbzZjn+dPTU0EQRkdHDw8P397exsbGdDrdv/qDAoBYLJbJZLRarSAIarXa5XJVykBfPYiVaShZcRzn9/s5juvp6Zmfn8cY/wLNy7msuLi5RAAAAABJRU5ErkJggg==).

Create a vector to represent the polynomial, then find the roots.

p = [1 0 0 0 -1];

r = roots(p)

r =

-1.0000 + 0.0000i

0.0000 + 1.0000i

0.0000 - 1.0000i

1.0000 + 0.0000i

**Input Arguments**

[expand all](javascript:void(0);)

[p — Polynomial coefficients](javascript:void(0);)vector

**More About**

[collapse all](javascript:void(0);)

[Tips](javascript:void(0);)

* Use the [poly](file:///C:\Program%20Files\MATLAB\R2015a\help\matlab\ref\poly.html) function to obtain a polynomial from its roots: p = poly(r). The poly function is the inverse of the roots function.

[Algorithms](javascript:void(0);)

The roots function considers p to be a vector with n+1 elements representing the nth degree characteristic polynomial of an n-by-n matrix, A. The roots of the polynomial are calculated by computing the eigenvalues of the companion matrix, A.

A = diag(ones(n-1,1),-1);

A(1,:) = -p(2:n+1)./p(1);

r = eig(A)

The results produced are the exact eigenvalues of a matrix within roundoff error of the companion matrix, A. However, this does not mean that they are the exact roots of a polynomial whose coefficients are within roundoff error of those in p.

More on polynomial roots:

# Polynomial Roots
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|  |  |
| --- | --- |
| x^3-2x^2-x+2=(x-2)(x-1)(x+1) | (1) |

are ![-1](data:image/gif;base64,R0lGODlhEQAOAMQdAAAAAC4AAEEAAE8AAFwAAGZPLi5PZlxcXHBwXE9PZoJPT72xq7Grt7GxseC9mNzIq+rNq5/C4InI7pHN7pjS97Hc9//yyP/3zf/31//70tzu+//76v//+////wAAAAAAACH5BAEAAB0ALAAAAAARAA4AAAU6YCeOZGme3ENIp+kgwNSa2SDP5CXcuKjfm0VjOGRoRj8RRnFoNhMV5K6HtFFFlgDlCikADJGreIwLAQA7), 1, and 2. Finding roots of a polynomial is therefore equivalent to [polynomial factorization](http://mathworld.wolfram.com/PolynomialFactorization.html) into factors of degree 1.

Any [polynomial](http://mathworld.wolfram.com/Polynomial.html) can be numerically factored, although different [algorithms](http://mathworld.wolfram.com/Algorithm.html) have different strengths and weaknesses.

The roots of a polynomial equation may be found exactly in the [Wolfram Language](http://www.wolfram.com/language/) using [Roots](http://reference.wolfram.com/language/ref/Roots.html)[lhs==rhs, var], or numerically using [NRoots](http://reference.wolfram.com/language/ref/NRoots.html)[lhs==rhs,var]. In general, a given root of a polynomial ![P(x)=x^n+a_(n-1)x^(n-1)+...+a_0](data:image/gif;base64,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) is represented as [Root](http://reference.wolfram.com/language/ref/Root.html)[#^n+a[n-1]#^(n-1)+...+a[0]&, k], where ![k=1](data:image/gif;base64,R0lGODlhHgAOAOZMAAAAAC4AAEEAAE8AAFwAAE9PAGZPLgAATwAAeS5PZk9PXFxcXGZPT3BwXE9BcE9PeYkAAJguAKVcAJFmXMiJLtyrZtyrcAAAiQBPnwBPq0GJwkGYzVyl12ax0max4Lexsbe3t+C9mNKxperIn/LNmNzIq+rNq/fXpe7csffgt/vlsZi94LGxwp/C4InI7pHN7pjS97fq/83N3NfX19zX19fX3P/yyP/3zeXu1+rl3P/30v/70v/y3Pv/3MLg8s3y/9L3/+D7///77v//7vLu8ur7/+r///v38v//9/L7//f/////+////wAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAACH5BAEAAEwALAAAAAAeAA4AAAedgEyCg4SFhoeDRzkySoiOgkslBC6DIwEYjY+IIQ0AL4NDEB6ajzsDn4IqADGkjjcCqEwVFzgTCiuCKQwLvL0LD0CFr6hIEhsoDj6DPB8gzs8gLEXCsII6BAAXRq2Hw4IkAAUIQYQnAOfo5wc/wqeCFBk9BB0i7ExCNDP6+zM1SYU2AsAQFIEDEwsANHAjZMIAgAQtChFZSLGixYuBAAA7), 2, ..., ![n](data:image/gif;base64,R0lGODlhBwAOANUlAAAAAE8AAHkAAAAAQQAATwAAZgAAcEEucC5BeZEuAJ9BAIlPLpF5ZsKCLsKJQdelXABcq3CfpUGRyHm35ZGJsfvSkcLSvfvgsYnN7qvc973y/8jg0vvqyP/3zf//4Mjq+83y/+D/////6vv38vf//////wAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAACH5BAEAACUALAAAAAAHAA4AAAYywJJwSCwaj0cO47BZDDIlBwBhCWBECYCmQgBdAJNSA1J6GEIeQYSikJQ6gcKHOCIhj0EAOw==) is an index identifying the particular root and the pure function polynomial is [irreducible](http://mathworld.wolfram.com/IrreduciblePolynomial.html). Note that in the [Wolfram Language](http://www.wolfram.com/language/), the ordering of roots isdifferent in each of the commands [Roots](http://reference.wolfram.com/language/ref/Roots.html), [NRoots](http://reference.wolfram.com/language/ref/NRoots.html), and Table[Root[p, k], ![{](data:image/gif;base64,R0lGODlhBQAOAMQaAE8AAFwAAGYAAJ9wQc2RQdKYQdefT9yrZuq9eQAAiQAukQAumE95qy6RzUGY0oK319LS3PflwvflyP/qwv/75f/76u7///L///f///v//////wAAAAAAAAAAAAAAAAAAACH5BAEAABoALAAAAAAFAA4AAAUpoCaO1MBYGpJcIrGwWvGKhoJKgiNGQTPWqNhM44IdFhjRBPDIiCqQSwgAOw==)k, n![}](data:image/gif;base64,R0lGODlhBQAOAMQXAAAALnAAAHAuLgAAQUEAQaVmAABwsS6Ct0GJvfvXmP/lsYm33PvqyP/yyP/3zf/y4P//4NLX5cjy/833/837///75ff//////wAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAACH5BAEAABcALAAAAAAFAA4AAAUn4CWKjLCMyTCJDiGxrtgQlAgFiHXdhz6vl9YrGLsoAK9KwaB7REYhADs=)].

In the [Wolfram Language](http://www.wolfram.com/language/), algebraic expressions involving [Root](http://reference.wolfram.com/language/ref/Root.html) objects can be combined into a new [Root](http://reference.wolfram.com/language/ref/Root.html) object using the command [RootReduce](http://reference.wolfram.com/language/ref/RootReduce.html).

In this work, the ![n](data:image/gif;base64,R0lGODlhBwAOANUlAAAAAE8AAHkAAAAAQQAATwAAZgAAcEEucC5BeZEuAJ9BAIlPLpF5ZsKCLsKJQdelXABcq3CfpUGRyHm35ZGJsfvSkcLSvfvgsYnN7qvc973y/8jg0vvqyP/3zf//4Mjq+83y/+D/////6vv38vf//////wAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAACH5BAEAACUALAAAAAAHAA4AAAYywJJwSCwaj0cO47BZDDIlBwBhCWBECYCmQgBdAJNSA1J6GEIeQYSikJQ6gcKHOCIhj0EAOw==)th root of a polynomial ![P(x)](data:image/gif;base64,R0lGODlhGwAOAOZzAAAAAC4AAAAALk8AAFwAAGYAAHAAAHkAAE8uAEFBLgAAQQAATwAAXAAuXAAAeWZwcIkAAIkuAJhPAKVPAKVcALdwAL15AJFcLr15LolmT5hwT8iJLreCXM2RQdKYT9KfT9efT9ylT9ylXNelcOCrcAAAggAuggAuiQAukQAumABPpQBcqwBwt6V5glyJsWaJsUGJyEGY0k+Y0lyf11yr4HCr3HCx3Hm95auYq4mxsdKfgty3guW9guW9ie7CierIkfLNkfLSkfLSmPfcpfvgq/vlt//uvYK9yIm94Ji93IK95YLC6p/C5ZHN7p/N7p/S7p/X8p/c96Xc97fl++Dg4OXX1+7g1/vqyP/yzf/30v/70v//3P/74P//4MLu/83y/833/9f7++D7/+ru6vf37vvy6v//6v//7u7u8ur3/+X//+r//+7////79///9/Ly+/L3//f///v//////wAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAACH5BAEAAHMALAAAAAAbAA4AAAfcgHOCg4SFhoeIhWctX4Y6ToNcGgACCQIvbIRmETaHXAdKg0YBMnM/ADOEGytyiEQCXoIkAFJzWgQwg1kDUYluEzFzbhQla3MjADeDQQpgc1cZAFA9AE2CHyhzWAMADwgKSa2CQgqNc2cSAC5UaYIbKXM+AEhkaOKDQgvmcyIOaoQd4GFg4OwQkHKC0Okj5AHFFgMsEhUBMKXMGA45ChzBkWmOBRYXADRggsgMBBogANSYUwHAE0FdDCxJRGgIgzBvBLWBMyiEijg0CfE48a/QDhNighay0q5QlY6BAAA7) in the ordering of the [Wolfram Language](http://www.wolfram.com/language/)'s [Root](http://reference.wolfram.com/language/ref/Root.html) object is denoted ![(P(x))_n](data:image/gif;base64,R0lGODlhKQAOAPeNAAAAAC4AAAAALkEAAE8AAFwAAGYAAHAAAHkAAE8uAEFBLgAAQQAATwAAXAAuXAAAeWYucGZwcIkAAIkuAJhPAKVPAKVcAJ9wALdwAL15AJFcLr15LpFBQbFcQYlmT5hwT8iJLreCXM2RQdKRQdKYT9KfT9efT9ylT9ylXNelcOCrcAAAggAuggAuiQAukQAumC55nwBPpQBcqwBwt6V5glyJsWaJsUGJyEGY0k+Y0k+f4Fyf11yr4HCr3HCx3Hm95aWJgqWYn6uYq4mxsdKfgty3guW9guW9ie7CierIkfLNkfLSkfLSmPfcpfvcpfvgq/vlt//uvYK9yIm33Im94Ji93IK95b3S4ILC6p/C5ZHN7p/N7p/S7p/X8p/c97HX7qXc96Xg+7fl+7fq/8LS0uDg4OLgzeXX1+7g1/vqyPvuyP/yzf/3zf/30v/70v//1///3P/74P//4MLu/83y/833/8j7/9f7+9f7/+D7/+ru6vf37vvy6v//6v//7u7u8ur3/+X//+r//+7/////8v/79///9/Ly+/f3+/L3//L///f///v//////wAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAACH5BAEAAI0ALAAAAAApAA4AAAj/ABsJHEiwoMGDCA/6oUEnIcGFDQsS2SJwYsI+E3w0ivMBgAAFAmwMIohRo8E4CKxsTIkQhAxGAqMEyNEoCYAdBF3CPPhEwJxGPX8WbEPAy0AVAMA0clPgxkCiRhEaqoCj0dSqBZcsqCPQkIUVghqlAPBjoFauaTwA6HIEgBaBJVyMjDuSIJMFEdcQABAhwYIqOxvdjeiHAoAaZQAJBPFCUSPGju0yiIgEAJU9fwILZDJ5IIoHgQiKaNxodOSBSvAK3NCA68HUhCl0HkhCbqPaZoKQAfKlERQAYhrBOTAj4W8xfPSEGGJAipC6GWbAjK4mAIwLVftI4BFHAwAHWRBqYOdhAkCPRhgAcBEo5wCWRu2xOAFgp0MYgU0a4HE4MP+dQwIVkshAJ8SwSCMFLjKCDm9AcMWBjRjRQmj8RTihQUWwkEcjGeZBCAdjsDHAFAShoViFjZho0Bl1sVgQIgIFBAA7), where ![x](data:image/gif;base64,R0lGODlhBwAOAMQdAAAAAGYAAAAATwAAeZhPALdwAIlmT7eCXNylXFyJsXCr3KuYq4mxseW9iYK9yJHN7p/S7p/X8uDg4PvqyM3y/+ru6v//7ur3/+X//+7////79/Ly+/L3/////wAAAAAAACH5BAEAAB0ALAAAAAAHAA4AAAUrYCeOZGme52QAUQM8nUUAiXSJyICNskCJlQMj4FhkAIpOAQDpbEQaDgoVAgA7) is a dummy variable. In this ordering, real roots come before complex ones and [complex conjugate](http://mathworld.wolfram.com/ComplexConjugate.html) pairs of roots are adjacent. For example,

|  |  |  |  |
| --- | --- | --- | --- |
| (x^2+x+1)_1 | = | 1/2(-1-isqrt(3)) | (2) |
| (x^2+x+1)_2 | = | 1/2(-1+isqrt(3)) | (3) |

and

|  |  |  |  |
| --- | --- | --- | --- |
| (x^3+x+1)_1 | approx | -0.68232 | (4) |
| (x^3+x+1)_2 | approx | 0.34116-1.1615i | (5) |
| (x^3+x+1)_3 | approx | 0.34116+1.1615i. | (6) |

Let the [roots](http://mathworld.wolfram.com/Root.html) of the polynomial

|  |  |
| --- | --- |
| P(x)=a_nx^n+a_(n-1)x^(n-1)+...+a_1x+a_0 | (7) |

be denoted ![r_1](data:image/gif;base64,R0lGODlhCwAOANUlAAAAAAAALkEAAAAAQQAATwAuZkEAQXlcT3BPcKVcALd5AM2YT+W9eQBmkQBwt1yf0nCx4KufkbG9n9e3ieDIpeXSt4mxzaXI4fvlwv/uyP/3zf/70sjy/8j3/837/9L3////8v//9/v3+/L///v7+////wAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAACH5BAEAACUALAAAAAALAA4AAAY+wJJwSCwaj8ikEnMoSAQP4wLQiFwqCI4QlAB0SiHKQFvKCCBDjYHMIHzSa6HCQVSTjRuDBzkJWEZHJCUiQkEAOw==), ![r_2](data:image/gif;base64,R0lGODlhCwAOANUsAAAAAC4AAEEAAFwAAAAATwAuZnlcT5guAKVcALd5AIJPLolPcKVwZr2CcMiRT82YT+W9eQBmkQBwt09BkU+CsVyf0nCr3HCx4KufkbG9n6W+vci3wp/X95/c97Hg97fg9/vlwv/uwv/uyPvuzcj3/9L3////5erq8ur/////8v//9/L//////wAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAACH5BAEAACwALAAAAAALAA4AAAZHQJZwSCwaj8ikEmQoZAQV4wMQwWgUAMqKlUIASKzGZzTgsESCi/DEUh06LAihRAxNUKyEhGha0I0pDB4pG1tEDgABABZKQkEAOw==), ..., ![r_n](data:image/gif;base64,R0lGODlhCwAOANUtAAAAAC4AAEEAAAAATwAuZmYucHlcT6VcAJ9wALd5AJFBQbFcQc2YT9KRQeW9eQBmkS55nwBwt0GY0k+f4Fyf0nCx4KWJgqufkaWYn7G9n/vcpYm33L3S4KXI5bHX7qXg+7fq/8LS0vLgzfvlwv/uyP/3zf//18j3/8j7/9L3////8vf3+/f//////wAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAACH5BAEAAC0ALAAAAAALAA4AAAZDwJZwSCwaj8ikcmQgZAQUIwPwuHSKqgPgdCQJKkIRJmTxtByDlJAUgCAkrURkqAGgFh9jY2IqcFhEKgogJQIbSStCQQA7). Then [Vieta's formulas](http://mathworld.wolfram.com/VietasFormulas.html) give

|  |  |  |  |
| --- | --- | --- | --- |
| sum_(i=1)^(n)r_i | = | -(a_(n-1))/(a_n) | (8) |
| sum_(i,j; i<j)^(n)r_ir_j | = | (a_(n-2))/(a_n) | (9) |
| sum_(i_1,i_2,...,i_k; i_1<i_2<...<i_k)^(n)r_(i_1)r_(i_2)...r_(i_k) | = | (-1)^k(a_(n-k))/(a_n). | (10) |

These can be derived by writing

|  |  |
| --- | --- |
| P(x)=a_n(x-r_1)(x-r_2)...(x-r_n), | (11) |

expanding, and then comparing the coefficients with (◇).

Given an ![n](data:image/gif;base64,R0lGODlhBwAOANUlAAAAAE8AAHkAAAAAQQAATwAAZgAAcEEucC5BeZEuAJ9BAIlPLpF5ZsKCLsKJQdelXABcq3CfpUGRyHm35ZGJsfvSkcLSvfvgsYnN7qvc973y/8jg0vvqyP/3zf//4Mjq+83y/+D/////6vv38vf//////wAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAACH5BAEAACUALAAAAAAHAA4AAAYywJJwSCwaj0cO47BZDDIlBwBhCWBECYCmQgBdAJNSA1J6GEIeQYSikJQ6gcKHOCIhj0EAOw==)th degree polynomial ![a_nx^n+...+a_1x+a_0](data:image/gif;base64,R0lGODlhfAAOAPekAAAAAC4AAAAALi4ALkEAAGYAAFxPLgAAQQAATz8AQQAAcAAAeQAucEEAQU8AT2YucC5BeUFBXEFPXHlBQWZcXHlwXE9PZlxcZnBBcGZPcHBPcIIuAJEuAJhBAJ9BAJhPAJ9wALFmALdwAIIAQZEuQYJPT5FBQbFcQYlmT4lmcMJ5Qb2CAM2JLreCT7eCXJGRecKRQdKRQdKYQdKYT9efT8iYXNylXAAukS55nwBcpQBmsU9wsXCYn0+Ct1yJsQCCyC6JzS6RzU+YzUGY0k+f4HCRwlyr4HCr3HC96nm96pGTk6WJgqWYn6WlibGlgpGYt6uYq4KlsYmxsZ+9vb2xq7Grt7exsbGxt9exide3ieW9ierCieXCkfLSmODIpfvcpfvgq+XSt4K9yImxzYm33JG95b3S4InI7pHN7p/S7p/X8rHX7qvc96Xg+7Hc97fq/8LS0uDg4PLgzffuyPvqyP/uyP/3zf/y0v/30v/31//70v//0v//1//73M3u5c3u/9zu+8Ly/8jy/83y/8j7/837/9L3+9Ly/9L3/9z7/+ru6u7q7vfu7vvy6v/76v//7ur3/+X//+7///fy8vLy9/vy8vv38v//8v/79///9/Ly+/L3+/f3+/L3//v3+/L///f///v7+///+/v//////wAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAACH5BAEAAKQALAAAAAB8AA4AAAj/AEkJHEiwoEGBcpjAWbLmoMOHECNKnEixokWCdQLgADHkosePIEOKFPgFAKETbUaqXMkyZAwifB6YAWUwDwZELG3ibHlQJ8+Jl0y8sUOAzEE7AwSxRKr0Z0GmIbFEqBBAyEM6KACo0QIAzUBODvU0KMRSLNmDUqladYhVK1evBc06TFv1IAwFifYQgOvw0QcAPuJAeuiIyhUnAKJYqQIIZOHDiRc3Hng3715RYTQ0JegXsOCBjxErZkywsl40fVK8KDKK1BYBb0h1QbDzoY0FkSLmKXHBAAAJFCy4Abm79+/gwwW+jj0bUSYvBzYTvJ2bYHHfwIUPXC4bgaEQRkh5/zhDqkMOUJc+6CCVcGFDzh8QDKIod2X9gZfMo1cv0E4D6QL5JV9YYxWU33np6fAICbHJ8AMpHAQhygoA8PDEHBpxNFAjirggRQFiQCGJRP4BKBAXEBxCSiYt9EDTHROUcdR/BkY4YYVPgFIiQRx6CKKIBu1I0CU2UsiDEgkoxQIQpNQAwAFTbMDAHyWdlJJANABwBCkiAJDGRHg4MJ9BMwDABin53fAJKWAA0JFBYY5JkJNQSvkHKUJiqSWXXh4Up0F0RsmAHyMEQkoMD5LCCE2V0PRSTDMJJIomAmHSiUqiUDKQJZsMNElrFi1KSqMC3UfKpJVeepGojYoSAhKkqCiQxEFBDVWUU7g6lIUAY6yZax0ZNLEDTRCBleuxBIVCiifInrrIQAEBADs=), the [roots](http://mathworld.wolfram.com/Root.html) can be found by finding the [eigenvalues](http://mathworld.wolfram.com/Eigenvalue.html) ![lambda_i](data:image/gif;base64,R0lGODlhCwAOANU+AAAAAAAALk8AAHAAAGYALnlcAAAAQQAATwAAcFxwXIIAAJEuAJhPAM2RQc2RT9KYT82RZtyrZuC3cNyxeQAAiQAuggAukQBBggBPny5Pq0+Jty6RzUGRyHCf0qWRmL2YkerXn/fXn9zesfvgq//lq6Xg/73g973q/9fq3fLq1/vu1//30v/y1///4MLN5eXg5c3y/9Ly/9f3////6v//7uXy++r//+7///fy8vv38v//9/L7//L///v//////wAAACH5BAEAAD4ALAAAAAALAA4AAAZXQF/utfMZjz7dp4CQIZEzxeaJbFhuVOPjmm0NDrAsJAE2hjrGUQZkCPtYLh9tUSIFTj6Vx+STUGwrAhwpKAR4DBg8PhMAFSIWik84PREaNVk+DhcxmEhBADs=) of the [matrix](http://mathworld.wolfram.com/Matrix.html)

|  |  |
| --- | --- |
| [-a_1/a_0 -a_2/a_0 -a_3/a_0 ... -a_n/a_0; 1 0 0 ... 0; 0 1 0 ... 0; | | 1 ... 0; 0 0 0 ... 0] | (12) |

and taking ![r_i=1/lambda_i](data:image/gif;base64,R0lGODlhNAAOAPeIAAAAAC4AAAAALkEAAE8AAFwAAHAAAEEALmYALnlcAGZPLgAAQQAATwAAcAAAeS4AZgAuZkEATy5PZlxcXGZPT3lcT1xwXHBwXE9PeYIAAIkAAJEuAJguAJhPAKVPAKVcALdmALd5AM2RQc2RT82YT9KYT9ylXM2RZtyrZuC3cNyxeeWxZuW9ee7CeQAAiQAuggAukQBBggBPnwBmkQBcqy5PqwBwtwBwvU+Jty6CyC6RzUGRyFyf0lyf13Cf0nCx4HC35aWRmKufkb2YkbG9n7exsbe3t+C9mOrXn/fXn9zIq9zeserNq/fXpfvgq/fgt//lq//lsf/uvbGxwp/C4ILI7onI7pHN7pHS8pjS96XI5aXc96Xg/73g973q/9fX19zX19fX3Nfq3fvlwv/uyP/yyP/3zfLq1/vu1//30v/y1//70v/y3P//4MLN5eXg5cLy/8j3/83y/9Ly/9L3/9f3/9z7/+Xl7v//6v/77v//7uXy++X//+r7/+r//+7///fy8vv38v//8v//9/L7//L/////+/v//////wAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAACH5BAEAAIgALAAAAAA0AA4AAAj/ABEJHEiwoMGDCA0GekMoocOHBA0pKWDlYIkeiAYNSdCgDsSPCI9cAHDFIB4NWwbiyaADpMuCawiULBjFAR+CImD8ecnTzICZBE3kKFhCZ8ExFSAQGcDD4BMKE6JKnYCBTkGfQAUK4oCFYBsDDOQYJAFghhAtSXwQZFPEiNu3Rqb0ufqzoJQHdgiesBBWYFpEgj4AiCNQjRueA7EWXHGDoJMaSBaIRWQYEZkBPwSiCdKFYBMAoEOD7kvQjEyCgzxUGahnAxcoArwg2tyZBQOriNogkD0wD5gvwIN/CdOQYJkAWUpHwI0ohQs/aQjsOCNmN6IQNgZGgVEIMSImCgBINaAysAWNQ1o7yOiuAsCLJdwNosCxxztCEEASAjo0v37BETHMYZ9BaRwAx0MACjjgR4Lc8VJAADs=). This method can be computationally expensive, but is fairly robust at finding close and multiple roots.

If the [coefficients](http://mathworld.wolfram.com/Coefficient.html) of the [polynomial](http://mathworld.wolfram.com/Polynomial.html)

|  |  |
| --- | --- |
| d_nx^n+d_(n-1)x^(n-1)+...+d_0=0 | (13) |

are specified to be [integers](http://mathworld.wolfram.com/Integer.html), then rational roots must have a [numerator](http://mathworld.wolfram.com/Numerator.html) which is a factor of ![d_0](data:image/gif;base64,R0lGODlhDQAOAOZIAAAAACcALk8AAAAAQQAAZAAAZgAuZWsAQUFBXHBmQWZPcJguAJhBAJ9BAJ9PALdcAJllALFmAJEuQYlmcMJ5Qc2JLpGRebeRZsKJT8iRT9KRQdKYQQAukQBcpQB5sE9wsQCCyC6JyC6JzVyY0nCRwlyr4HC35XC96nm96omrjqWliZixpdy3ke7CgurCifvcpf/qt5/U0InI7rfl+7fq/9zSyP/uyMjX6sLu/8Hy/8Ly/9f7/+7q5e7q7vfu7v//7u7///fy8v//8vL7//f///v/+///+/v//////wAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAACH5BAEAAEgALAAAAAANAA4AAAdygEiCg4SFgkY8NTeGgz8XACaMgy8DOJKCGxxAjCwICQAjjBkFOzAAMRMWJEeCLgAzSC0EECVIDTKCDB1EQg4eEjRIGyCCCyFGDwApATlIFSKCGAADKwIGBzpIGsSCPkNIQUURJ0gUKJI2CiofRJdGPYSBADs=) and a [denominator](http://mathworld.wolfram.com/Denominator.html) which is a factor of ![d_n](data:image/gif;base64,R0lGODlhDQAOAOZGAAAAACwAAEEAAE8AAAAAQQAAZgAucGYucEFBXHBmQZguAJhBAJ9PALdcAJ9wAJFBQbFcQbeRZsKJT8iRT9KRQdKYQQAukS55nwBcpQB5vS6JyEGY0k+f4FyY0nC35ZiHj6WJgqWYn5ixpYmxsdy3ke7CgurCic/Qpfvcpf/qt4m33L3S4J/X8rHX7qXg+7fl+7fq/9zSyMLS0vLgzf/3zf//18jX6sLu/8j7/9f7/9z7/+7q5ffu7v//7u7///fy8v//8vf3+/L7//f/////+/v//////wAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAACH5BAEAAEYALAAAAAANAA4AAAdsgEaCg4SFgkQ7MTaGgz0RAB6MgygEN5KCFRY+jCQICQAdjBMFOSkALIYmAC9GJQU6hgsYQ0AMGTMhMiAtggoaRA0AIx8BFw4bghIABCIDBicAOBAugzxCRj9FFBw1BytDhkAPMDQCKpeCQYOBADs=) (with either sign possible). This is known as the [polynomial remainder theorem](http://mathworld.wolfram.com/PolynomialRemainderTheorem.html).

If there are no [negative](http://mathworld.wolfram.com/Negative.html) [roots](http://mathworld.wolfram.com/Root.html) of a [polynomial](http://mathworld.wolfram.com/Polynomial.html) (as can be determined by [Descartes' sign rule](http://mathworld.wolfram.com/DescartesSignRule.html)), then the [greatest lower bound](http://mathworld.wolfram.com/GreatestLowerBound.html) is 0. Otherwise, write out the[coefficients](http://mathworld.wolfram.com/Coefficient.html), let ![n=-1](data:image/gif;base64,R0lGODlhKQAOAOZPAAAAAC4AAEEAAE8AAFwAAHkAAGZPLgAAQQAATwAAZgAAcEEucC5PZi5BeVxcXGZPT3BwXE9PZk9PeZEuAJ9BAIlPLoJPT5F5ZsKCLsKJQdelXABcq3CfpUGRyHm35ZGJsb2xq7Grt7Gxsbexsbe3t+C9mPvSkdzIq8LSverNq/fXpffgt/vgsbGxwp/C4InI7onN7pHN7pjS96vc97Hc973y/8jg0tfX19zX19fX3PvqyP/yyP/3zf/31//70v/y3P//4Mjq+9zu+83y/9L3/+D////76v//6v/77ur7//v38vL7//L///f/////+////wAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAACH5BAEAAE8ALAAAAAApAA4AAAemgE+Cg4SFhoeIiYqLik4nBC+MkowlEAAxk5mJPgOYmp+EPAKeOhcLNhUHM4MrDw6vsA4SRJmink8ZAA0oAzCDPyMkwsMkLUmDRiAiy8shQoO2gkcTADUmCEOfPRaxDhE00KOCLAAeTxgbhCoA7O3s2LWdghoKRUAFHB9Mgkg4N/8Ab+RYkmlHABmCKHR4wmNAgiCgFKUwAICBi0JKmkTcyLGjR0aBAAA7), and compute the next line. Now, if any [coefficients](http://mathworld.wolfram.com/Coefficient.html) are 0, set them to minus the sign of the next higher [coefficient](http://mathworld.wolfram.com/Coefficient.html), starting with the second highest order [coefficient](http://mathworld.wolfram.com/Coefficient.html). If all the signs alternate, ![n](data:image/gif;base64,R0lGODlhBwAOANUlAAAAAE8AAHkAAAAAQQAATwAAZgAAcEEucC5BeZEuAJ9BAIlPLpF5ZsKCLsKJQdelXABcq3CfpUGRyHm35ZGJsfvSkcLSvfvgsYnN7qvc973y/8jg0vvqyP/3zf//4Mjq+83y/+D/////6vv38vf//////wAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAACH5BAEAACUALAAAAAAHAA4AAAYywJJwSCwaj0cO47BZDDIlBwBhCWBECYCmQgBdAJNSA1J6GEIeQYSikJQ6gcKHOCIhj0EAOw==) is the greatest lower bound. If not, then subtract 1 from ![n](data:image/gif;base64,R0lGODlhBwAOANUlAAAAAE8AAHkAAAAAQQAATwAAZgAAcEEucC5BeZEuAJ9BAIlPLpF5ZsKCLsKJQdelXABcq3CfpUGRyHm35ZGJsfvSkcLSvfvgsYnN7qvc973y/8jg0vvqyP/3zf//4Mjq+83y/+D/////6vv38vf//////wAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAACH5BAEAACUALAAAAAAHAA4AAAYywJJwSCwaj0cO47BZDDIlBwBhCWBECYCmQgBdAJNSA1J6GEIeQYSikJQ6gcKHOCIhj0EAOw==), and compute another line. For example, consider the [polynomial](http://mathworld.wolfram.com/Polynomial.html)

|  |  |
| --- | --- |
| y=2x^4+2x^3-7x^2+x-7. | (14) |

Performing the above [algorithm](http://mathworld.wolfram.com/Algorithm.html) then gives

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| 0 | 2 | 2 | -7 | 1 | -7 |
| -1 | 2 | 0 | -7 | 8 | -15 |
| -- | 2 | -1 | -7 | 8 | -15 |
| -2 | 2 | -2 | -3 | 7 | -21 |
| -3 | 2 | -4 | 5 | -14 | 35 |

so the greatest lower bound is ![-3](data:image/gif;base64,R0lGODlhEQAOANU2AAAAAAAALkEAAE8AAFwAAAAAQQAAXEFBQVxcXE9PZqtPAIJPT7eRZsKJQc2fcOC3eQAuiQB5vQCJyC6JyHCYwpGYsb2xq7Grt7Gxsdy9q/fSmPfXn9zIpe7Sse7cvYm94LHc8rHc97fl+//uwv/319zu+8jy/83y/9L3/9zy++D3/+Xl5erq6v/76v//7vLy8v/38v/39///9/f7//f/////+////wAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAACH5BAEAADYALAAAAAARAA4AAAZYQJtwSBTCWLOiUugAAAqgJXEDSXkIE+kwc7LVFBJtcSQQiYUuhvNja1kwcPilJJStOAMDirRA+P0JIUUaBSZnQyMBhlodFSo2DRFnD04HFDSHMS+Yh51nQQA7).

If there are no [positive](http://mathworld.wolfram.com/Positive.html) [roots](http://mathworld.wolfram.com/Root.html) of a [polynomial](http://mathworld.wolfram.com/Polynomial.html) (as can be determined by [Descartes' sign rule](http://mathworld.wolfram.com/DescartesSignRule.html)), the [least upper bound](http://mathworld.wolfram.com/LeastUpperBound.html) is 0. Otherwise, write out the[coefficients](http://mathworld.wolfram.com/Coefficient.html) of the [polynomials](http://mathworld.wolfram.com/Polynomial.html), including zeros as necessary. Let ![n=1](data:image/gif;base64,R0lGODlhHwAOAOZGAAAAAC4AAEEAAE8AAFwAAHkAAGZPLgAAQQAATwAAZgAAcEEucC5PZi5BeVxcXGZPT3BwXE9PeZEuAJ9BAIlPLpF5ZsKCLsKJQdelXABcq3CfpUGRyHm35ZGJsbexsbe3t+C9mPvSkdzIq8LSverNq/fXpffgt/vgsbGxwp/C4InI7onN7pHN7pjS96vc973y/8jg0tfX19zX19fX3PvqyP/yyP/3zf/70v/y3P//4Mjq+83y/9L3/+D/////6v/77ur7//v38vL7//L///f/////+////wAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAACH5BAEAAEYALAAAAAAfAA4AAAeSgEaCg4SFhoeIiYpGRSIEKouRhCAQACySmEY3A5eZkTYCnTQVCzAUBy6DJg8Ora4OETyFoJ1GFwANIwMrgzgeH8DBHyhAs6GCPhIALyEIO56DtIInABxGFhmEJQDc3dzOs5yCGAo9OQUaHUOCPzIx7/AxM0KFNQEtghMbRjYDCTrQjJAwAIBBikJBiARcyLBhokAAOw==). On the line below, write the highest order [coefficient](http://mathworld.wolfram.com/Coefficient.html). Starting with the second-highest [coefficient](http://mathworld.wolfram.com/Coefficient.html), add ![n](data:image/gif;base64,R0lGODlhBwAOANUlAAAAAE8AAHkAAAAAQQAATwAAZgAAcEEucC5BeZEuAJ9BAIlPLpF5ZsKCLsKJQdelXABcq3CfpUGRyHm35ZGJsfvSkcLSvfvgsYnN7qvc973y/8jg0vvqyP/3zf//4Mjq+83y/+D/////6vv38vf//////wAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAACH5BAEAACUALAAAAAAHAA4AAAYywJJwSCwaj0cO47BZDDIlBwBhCWBECYCmQgBdAJNSA1J6GEIeQYSikJQ6gcKHOCIhj0EAOw==) times the number just written to the original second [coefficient](http://mathworld.wolfram.com/Coefficient.html), and write it below the second [coefficient](http://mathworld.wolfram.com/Coefficient.html). Continue through order zero. If all the [coefficients](http://mathworld.wolfram.com/Coefficient.html) are [nonnegative](http://mathworld.wolfram.com/Nonnegative.html), the least upper bound is ![n](data:image/gif;base64,R0lGODlhBwAOANUlAAAAAE8AAHkAAAAAQQAATwAAZgAAcEEucC5BeZEuAJ9BAIlPLpF5ZsKCLsKJQdelXABcq3CfpUGRyHm35ZGJsfvSkcLSvfvgsYnN7qvc973y/8jg0vvqyP/3zf//4Mjq+83y/+D/////6vv38vf//////wAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAACH5BAEAACUALAAAAAAHAA4AAAYywJJwSCwaj0cO47BZDDIlBwBhCWBECYCmQgBdAJNSA1J6GEIeQYSikJQ6gcKHOCIhj0EAOw==). If not, add one to ![x](data:image/gif;base64,R0lGODlhBwAOAMQdAAAAAGYAAAAATwAAeZhPALdwAIlmT7eCXNylXFyJsXCr3KuYq4mxseW9iYK9yJHN7p/S7p/X8uDg4PvqyM3y/+ru6v//7ur3/+X//+7////79/Ly+/L3/////wAAAAAAACH5BAEAAB0ALAAAAAAHAA4AAAUrYCeOZGme52QAUQM8nUUAiXSJyICNskCJlQMj4FhkAIpOAQDpbEQaDgoVAgA7) and repeat the process again. For example, take the[polynomial](http://mathworld.wolfram.com/Polynomial.html)

|  |  |
| --- | --- |
| y=2x^4-x^3-7x^2+x-7. | (15) |

Performing the above [algorithm](http://mathworld.wolfram.com/Algorithm.html) gives

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| 0 | 2 | -1 | -7 | 1 | -7 |
| 1 | 2 | 1 | -6 | -5 | -12 |
| 2 | 2 | 3 | -1 | -1 | -9 |
| 3 | 2 | 5 | 8 | 25 | 68 |

so the [least upper bound](http://mathworld.wolfram.com/LeastUpperBound.html) is 3.
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Plotting the roots in the complex plane of all polynomials up to some degree with integer coefficients less than some cutoff integer in absolute value shows the beautiful structure illustrated above (Trott 2004, p. 23).

![PolynomialRootsLoki](data:image/gif;base64,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)

An even more stunning figure is obtained by plotting all roots of all polynomials with coefficients ![+/-1](data:image/gif;base64,R0lGODlhEQAOANUpAAAAAC4AAC4ALkEAAE8AAFwAAC5BLmZPLkEAQS5PZnBwXHlceeC9mNzIq+rNq+rcsZ/C4InI7pHN7pjS8pjS95/X8rHX6urgyP/yyP/3zf/70sLg6sLu/8jy/8j3/833/+rl5erq5eXl6uXq7u7q6vf39///9/f7////+////wAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAACH5BAEAACkALAAAAAARAA4AAAZawJRwSCwaj6hGIWIsGRkKgKSYEXSMGsKUmEF8jJnB1gQaPQAWkug0DG8xA4B8PmmLixgBB3znCjxgWkJkIhcLGyFrQxgBFEIZBHIGcxVCDgcACRBHnJ2en0dBADs=) up to degree ![n](data:image/gif;base64,R0lGODlhBwAOANUlAAAAAE8AAHkAAAAAQQAATwAAZgAAcEEucC5BeZEuAJ9BAIlPLpF5ZsKCLsKJQdelXABcq3CfpUGRyHm35ZGJsfvSkcLSvfvgsYnN7qvc973y/8jg0vvqyP/3zf//4Mjq+83y/+D/////6vv38vf//////wAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAACH5BAEAACUALAAAAAAHAA4AAAYywJJwSCwaj0cO47BZDDIlBwBhCWBECYCmQgBdAJNSA1J6GEIeQYSikJQ6gcKHOCIhj0EAOw==) (Borwein and Jörgenson 2001; Pickover 2002; Bailey et al. 2007, p. 18).

**SEE ALSO:**

%=========================================================================

%

% Program to identify properties of US macro variables

We are looking for stationarity in each variable.

%

%=========================================================================

% look into page 15 of statistics in matlab a primar

function stsm\_roots()

clear all

clc

% Read the data: quarterly US data from Jan-1959 to Dec-1998

load simsdata.mat

% Define varaibles

r = ytdata(:,1);

lex = log( ytdata(:,2) );

lcp = log( ytdata(:,3) );

lm = log( ytdata(:,4) );

lp = log( ytdata(:,5) );

lo = log( ytdata(:,6) );

sdum = ytdata(:,7:17);

% Construct variables for use in VAR: from 1960:1 to 1998:12

% interest rate and the annual % growth rates in money, price and output

yvar = [r lm lp lo ];

%%Its a matrix Concatenating. The second part of matrix is MCM or Matrix

%%Chain Multiplication. This has been explained in granger cause problem.

% The first row is simply interest rate, excluding the first 12 months

% the next part is other variables, where the growth rate is measured by

% excluding the first and last year and taking differences...very easy.

y = [trimr(yvar(:,1),12,0) 100\*(trimr(yvar(:,2:4),12,0) - trimr(yvar(:,2:4),0,12)) ];

% Compute the roots of the AR(4) model for the interest rate. The polynomial roots

y = r;

% Recall that we are multiplying with one so that we get iterated

% projection from a1,a2,a3......an. in case of matrix multiplication we

% multiply with ones for the purpose of whole matrix concetanation. In

% mathematics, concatenation is the joining of two numbers by their numerals. That is, the concatenation of 123 and 456 is 123456. Concatenation of numbers a and b is denoted a||b.

% Here we are estimating a AR(4) model for interest rate and determining if the process is stationary or not.

theta = [ones(length(y)-4,1) trimr(y,3,1) trimr(y,2,2) trimr(y,1,3) trimr(y,0,4)] \trimr(y,4,0);

% There might be a question as why are we making a one column matrix

% starting from theta(5)...because the polynomial equation is

% 1-phi1z-phiz2z^2-phi3z^3-phi4z^4=0...so we are starting from 5 and

% ending at 2 in relation to the equation given in the problem.

c = [-theta(5); -theta(4); -theta(3); -theta(2); 1 ];

%The roots function solves polynomial equations of the form p\_1^x^n+p\_n^x+p\_n+1=0.....+p. Polynomial equations contain a single variable with nonnegative exponents. Use the poly function to obtain a polynomial from its roots: p = poly(r). The poly function is the inverse of the roots function.

rt = roots( c );

format short

disp('AR(4) model for interest rates')

disp('------------------------------')

disp(' Roots Absolute Value of Roots')

disp( [ rt abs( rt ) ] )

disp(' ')

clear c rt;

% Compute the roots of the AR(2) model for real output growth

%in real output growth we are only concenrned with percentage growth of

%output...

y = 100\*(trimr(lo,12,0) - trimr(lo,0,12));

theta = [ones(length(y)-2,1) trimr(y,1,1) trimr(y,0,2) ]\trimr(y,2,0);

% equation is 1-phi1z-phiz2z^2=0

c = [ -theta(3); -theta(2); 1 ];

rt = roots( c );

format short

disp('AR(2) model for real output growth')

disp('----------------------------------')

disp(' Roots Absolute Value of Roots')

disp( [ rt abs( rt ) ] )

disp(' ')

clear c rt;

% Compute the roots of the AR(2) model for logarithm of output given in the question

y = log( ytdata(:,6) );

theta = [ones(length(y)-2,1) trimr(y,1,1) trimr(y,0,2) ]\trimr(y,2,0);

c = [ -theta(3); -theta(2); 1 ];

rt = roots( c );

format short

disp('AR(2) model for log of real output')

disp('----------------------------------')

disp(' Roots Absolute Value of Roots')

disp( [ rt abs( rt ) ] )

disp(' ')

clear c rt;

% Compute the roots of the VAR(2) model

% Now this problem is slightly different..Because the quiestion

% suggests to comute VAR(2)..not AR(2)...containing a constat, annual

% percentage growth rate of money and inflation rate and the polynomial

% is now in absolute terms. because it is VAR(2) we are going upto

% phi2..

yvar = [ lm lp ];

y = trimr(yvar,12,0) - trimr(yvar,0,12);

X = [ones(length(y)-2,1) trimr(y,1,1) trimr(y,0,2)];

theta = X\trimr(y,2,0);

% Please note we are taking inverse valuies of thete here... %Because mue is for two variables theta we are trimming upto 4...and phii is excluding 2 from the last.giving the coefficients some dimension….

mu = trimr(theta,0,4)';

phi1 = trimr(theta,1,2)';

phi2 = trimr(theta,3,0)';

%%%%%%

[X,e] = polyeig(A0,A1,...Ap) solves the polynomial eigenvalue problem of degree p

(A0+λA1+…+λPAp)x=0

where polynomial degree p is a non-negative integer, and A0,A1,...Ap are input matrices of order n. The output consists of a matrix X of size n-by-n\*p whose columns are the eigenvectors, and a vector e of length n\*p containing the eigenvalues.

% polyeig gives you inverse of roots..

% eye is identity matrix. I = eye([n](file:///C:\Program%20Files\MATLAB\R2015a\help\matlab\ref\eye.html?searchHighlight=eye#inputarg_n)) returns an n-by-n identity matrix with ones on the main diagonal and zeros elsewhere.

Create a 4-by-4 identity matrix.

I = eye(4)

I =

1 0 0 0

0 1 0 0

0 0 1 0

0 0 0 1

% rt is roots in the following…

% ~ The tilde character can be used in function definitions to represent an input argument that is unused within the function. It can also be used to indicate that an output argument of function call is to ignored. In this case, it must appear within [ ] and separated by commas from any other arguments.%%%%%%%%%%

[~,rt] = polyeig(eye(2),-phi1,-phi2);

Other

%~ Logical NOT. ~A performs a logical NOT of input array A, and returns an array containing elements set to either logical 1 (TRUE) or logical 0 (FALSE).

% An element of the output array is set to 1 if A contains a zero value

% element at that same array location. Otherwise, that element is set to

% 0.

%

% B = NOT(A) is called for the syntax '~A' when A is an object.

%

% ~ can also be used to ignore input arguments in a function definition,

% and output arguments in a function call. See "help punct"

% Copyright 1984-2005 The MathWorks, Inc.

format short

disp('VAR(2) model of money and inflation')

disp('----------------------------------')

disp(' Roots Absolute Value of Roots')

disp( [ rt abs( rt ) ] )

disp(' ')

clear rt

% Compute the roots of the VAR(2) model containing

% interest rate, money growth rate, inflation and real GDP growth rate

yvar = [ r lm lp lo ];

y = [trimr(yvar(:,1),12,0) 100\*(trimr(yvar(:,2:4),12,0) - trimr(yvar(:,2:4),0,12)) ];

X = [ ones(length(y)-2,1) trimr(y,1,1) trimr(y,0,2) ];

theta = X\trimr(y,2,0);

% Interesting, theta was 17 by 4 matrix...which is turned to only 4 by 1

% matrix in mu and phi1 and phi2 both turns this to 4 by 4 matrix. because

% we are delaing with 4 variables, inm mue we simply exclude 4 X 2 = 8 and

% in phi1 we exclude the last 4, the first 1 is exlcluded to maintain

% dimension with phi 2......the rotation of theta ensures 4 by 4 matrix.

mu = trimr(theta,0,8)';

phi1 = trimr(theta,1,4)';

phi2 = trimr(theta,5,0)';

[~,rt] = polyeig(eye(4),-phi1,-phi2);

format short

disp('VAR(2) model of interest rate, money, inflation and real gdp')

disp('------------------------------------------------------------')

disp(' Roots Absolute Value of Roots')

disp( [ rt abs( rt ) ] )

disp(' ')

clear rt

% Compute the roots of the VAR(4) model containing

% interest rate, money growth rate, inflation and real GDP growth rate

yvar = [ r lm lp lo ];

y = [trimr(yvar(:,1),12,0) 100\*(trimr(yvar(:,2:4),12,0) - trimr(yvar(:,2:4),0,12)) ];

X = [ ones(length(y)-4,1) trimr(y,3,1) trimr(y,2,2) trimr(y,1,3) trimr(y,0,4)];

theta = X\trimr(y,4,0);

% Again unlike the previous VAR(2) calculations, this problem deals with

% VAR(4), so the sequuence of exclusion changes....remember the mue

% exclusion is 4^2=16; or sequence can be simply...the phi exclusion follows,0, 1,5,9,18 following n+3

% and last row exlusion is following n+4 which is 0,4,8,12,16...this

% includes mu.....

mu = trimr(theta,0,16)';

phi1 = trimr(theta,1,12)';

phi2 = trimr(theta,5,8)';

phi3 = trimr(theta,9,4)';

phi4 = trimr(theta,13,0)';

[~,rt] = polyeig(eye(4),-phi1,-phi2,-phi3,-phi4);

format short

disp('VAR(2) model of interest rate, money, inflation and real gdp')

disp('------------------------------------------------------------')

disp(' Roots Absolute Value of Roots')

disp( [ rt abs( rt ) ] )

disp(' ')

end

stsm-arma%=========================================================================

%

% Program to estimate an ARMA model

%

%=========================================================================

function stsm\_arma( )

clear all

clc

% Read the data: quarterly US data from Jan-1959 to Dec-1998

load sims\_data.mat

% Define variables

r = ytdata(:,1);

lex = log( ytdata(:,2) );

lcp = log( ytdata(:,3) );

lm = log( ytdata(:,4) );

lp = log( ytdata(:,5) );

lo = log( ytdata(:,6) );

sdum = ytdata(:,7:17);

t = length(ytdata);

% Choose y variable

y = r; % Interest rate

% Here we are only doing for interest rate….when we do the calculations for annual growth and annual inflation we just change the value of y….

%y = 100\*(trimr(lo,12,0) - trimr(lo,0,12)); % Annual output growth

%y = 100\*(trimr(lp,12,0) - trimr(lp,0,12)); % Annual inflation

% in the question it is mentioned to use BFGS algorithm....

bstart = 0.1\*ones(3,1);

%Use 'trust-region' algorithm if possible when set to the default 'on'. Use 'quasi-newton' algorithm when set to 'off'.

%The LargeScale algorithm requires you to provide the gradient (see the preceding description of fun), or else fminunc uses the 'quasi-newton' algorithm. For information on choosing the algorithm, see Choosing the Algorithm.

options = optimset('LargeScale','off','Display','iter');

%fminunc, Find minimum of unconstrained multivariable function.Finds the minimum

%of a problem specified by min f(x). f(x) is a function that returns a

%scaler, x is a matrix.[x,fval,exitflag,output,grad,hessian] = fminunc(...)

%fminunc(...) returns in hessian the value of the Hessian of the objective function fun at the solution x.

[ theta,fval,~,~,~,H ] = fminunc( @(b) neglogl(b,y),bstart,options );

lnl1 = -fval;

vc = (1/(t-1))\*inv(H);

% Wald test (AR)

r = [ 0 1 0 ];

q = 0;

w = (r\*theta - q)'\*inv(r\*vc\*r')\*(r\*theta - q);

disp(' ')

disp(['Wald statistic (AR) = ', num2str(w) ]);

disp(['p-value = ', num2str(1-chi2cdf(w,1)) ]);

disp(' ')

% Wald test (MA)

r = [ 0 0 1 ];

q = 0;

w = (r\*theta - q)'\*inv(r\*vc\*r')\*(r\*theta - q);

disp(' ')

disp(['Wald statistic (MA) = ', num2str(w) ]);

disp(['p-value = ', num2str(1-chi2cdf(w,1)) ]);

disp(' ')

% Wald test (Joint)

r = [ 0 1 0 ;

0 0 1 ];

q = [ 0 ; 0 ];

w = (r\*theta - q)'\*inv(r\*vc\*r')\*(r\*theta - q);

disp(' ')

disp(['Wald statistic (Joint) = ', num2str(w) ]);

disp(['p-value = ', num2str(1-chi2cdf(w,2)) ]);

disp(' ')

% Likelihood Ratio test

% Located in book page 128 and search page 166...LR=-2T(Lg of

% LT(theta0)-Lg of LT(theta1))...very sinmple....their are the

% estimated parameters.

lnl0 = -neglogl( [mean(y) 0 0],y );

lr = -2\*(t-1)\*(lnl0 - lnl1);

disp(' ')

disp(['LR statistic (Joint) = ', num2str(lr) ]);

disp(['p-value = ', num2str(1-chi2cdf(lr,2)) ]);

disp(' ')

end

%--------------------------- Subroutines ----------------------------------

%

%--------------------------------------------------------------------------

% Log-likelihood function for an ARMA model

%--------------------------------------------------------------------------

%example 13.18 in the book, page 522,book page 484 conditional log likelihood function

%of N dimensional VAR(p) model.

function f = neglogl( b,y )

%[m,n] = size(X) returns the size of matrix X in separate variables m and n.

[ t,n ] = size( y );

v = zeros( t,1 );

lf = zeros( t-1,1 );

% First loop over MA term

% page 522, book page 484 in the book gives residual covariance matrix V where i starts from 2….

for i = 2:t

[v(i)](neglogl.pdf) = y(i)-b(1)-b(2)\*y(i-1)-b(3)\*v(i-1);

end

v = trimr( v,1,0 );

vc = v'\*v/(t-1);

for i = 1:t-1;

%d = det(A) returns the determinant of square matrix A.

%When a matrix is used to represent linear transformations (as is commonly the case in 3D graphics), the determinant effectively represents the degree of unambiguousness inside a matrix.

%That is, if determinant is non-zero, the matrix can be inverted because the components don't "cancel out" each other (which would cause zero determinant).

%page 522 aka book page 484 equation 13.17. In the equation vc is

%covariance matrix and absolute is determined by its determinant. Starting

%value of t is 2. inv(vc)=1\V. vc is the residual covariance matrix, obtained in the final iteration and v

%is the disturbance term.It has zero mean and its covriance matrix comes

%from identity matrix.page 522 for details.t stat is used.

lf(i) = -0.5\*n\*log(2\*pi) - 0.5\*log(det(vc)) ...

- 0.5\*v(i,:)\*inv(vc)\*v(i,:)';

end

f = -mean( lf );

end

stsm gaussn

%=========================================================================

%

% Program to estimate an ARMA(1,1) using the GAUSS-NEWTON algorithm

%

%=========================================================================

clear all;

clc;

RandStream.setGlobalStream( RandStream('mt19937ar','seed',12345) );

% Alternative starting values

theta = [0.2 ; 0.2 ; 0.2 ];

%theta = [0.0 ; 0.0 ; 0.0 ];

%theta = [0.0 ; 0.3 ; 1.1 ];

%theta = [0.0 ; 1.1 ; 0.3 ];

% Alternative sample sizes

t = 200;

%t = 500;

% Simulate the data (discard first 100 simulated observations)

mu = 0.0;

phi1 = 0.8;

si1 = 0.3;

% in order to discard the first 100 simulated observations, you must add

% 100 observations first.

vt = randn(t+101,1);

% we are trimming one from first and last of vt is probably due to

% dimensional adjustment....it is because vt has (n+1) observations, so we

% are removing one rows in the equation to bring it down to n.

yt = recserar( mu + trimr(vt,1,0) + si1\*trimr(vt,0,1) , 0.0 , phi1);

yt = trimr(yt,100,0);

% Gauss Newton algorithm

crit = 0.00001; % Convergence criterion

maxit = 20; % Maximum number of iterations

i = 1;

while i <= maxit

% vt is being redefined in the [gauss-newton algorithm](../Theories/Gauss–Newton%20algorithm%20-%20Wikipedia,%20the%20free%20encyclopedia.pdf)

%theta(1) or theta(2) means only the elements (1) or (2) within theta

%matrix is being used. first chapter of statitics in matlab for expamle X=[ 2 3 1], where X(2)=3. %Look into zt...its simple,[ones(length(vt),1)trimr(yt,0,1)trimr(vt,0,1)]

% its just adjusting for dimensions. the equation v(t) follows gauss

% newton algorithm.

%

vt = recserar( trimr(yt,1,0) - theta(1) - theta(2)\*trimr(yt,0,1) , 0.0 , -theta(3));

z1t = recserar( ones(length(vt),1) , 0.0 , -theta(3) );

z2t = recserar( trimr(yt,0,1) , 0.0 , -theta(3) );

z3t = recserar( [ 0.0 ; trimr(vt,0,1) ] , 0.0 , -theta(3));

zt = [ z1t z2t z3t ];

% we will need zt to estimate covariance matrix later. vt is Vt, the

% unrestricted maximum likelihood estimator of covariance matrix V in page 164.

% Remove all starting zeros

vt = trimr(vt,2,0);

zt = trimr(zt,2,0);

% we are developing a program which will show different parameter vector

% matrix for different inputs of iteration

disp(['Iteration = ', num2str(i) ]);

disp(['Parameter vector = ', num2str(theta') ]);

disp(' ');

dtheta = zt\vt;

% Check convergence and update parameters

if dtheta'\*dtheta < crit

break

else

theta = theta + dtheta;

if i == maxit

disp(['Failed to converge after iteration ', num2str(maxit) ]);

end

end

i = i + 1;

end

% Now here, sig2 is representing Vt the unrestricted maximum likelihood

% estimator using vt (page 127, search 165). But vc is covariance matrix which has been

% noramilized using an additional parameter matrix zt.t-stats is theta.\standard errors from formula

sig2 = (vt'\*vt)/t;

vc = sig2\*inv(zt'\*zt);

se = sqrt(diag(vc));

disp(' ')

disp('Parameters Std. errors t-stats')

disp( [theta se theta./se ]);

disp(' ')

disp('Estimated asymptotic covariance matrix')

disp( vc )

% Wald test (page 166, book page 128)

w = theta(3)^2/vc(3,3);

disp(' ')

disp(['Wald statistic (si1 = 0.0) = ', num2str(w) ]);

disp(['p-value = ', num2str(1-chi2cdf(w,1)) ]);

disp(' ')

% LM test :page 169

% First regression

y = trimr(yt,1,0);

x = [ones(length(y),1) trimr(yt,0,1) ];

e = y - x\*(x\y);

% Second regression

y = trimr(e,1,0);

x = [ones(length(y),1) trimr(yt,1,1) trimr(e,0,1) ];

e = y - x\*(x\y);

%bsxfun = Apply element-by-element binary operation to two arrays with

%singleton expansion enabled( 1 matrix for example matlab will generally auto disable singleton expansion so if A is 3 by 2 by 1 by 1 matrix matlab will automatically transform it a 3 by 2 matrix. This is singleton).

%C = bsxfun(fun,A,B) applies the element-by-element binary operation specified by the function handle fun to arrays A and B, with singleton expansion enabled.

%Use bsxfun to subtract the column mean from the corresponding column elements of a matrix, A.

%%%for example, A = [1 2 10; 1 4 20;1 6 15] ;so C = bsxfun(@minus, A, mean(A))

% Here bsxfun is doing a deduction of mean(y) from y itself. The beauty of

% bsxfun is not limited here. Remember the singleton expansion? where the

% singleton expansion is generally omitted, **with bsxfun Singleton expansion allows bsxfun to expand the input vectors into a full matrix**.

%Call a custom-defined binary function with bsxfun by specifying a handle to the function.

%example--

%fun = @(A,B) A.\*sin(B); A = 1:7; B = pi\*[0 1/4 1/3 1/2 2/3 3/4 1].'; C

%=bsxfun(fun,A,B)%%%

y = bsxfun(@minus,y,mean(y));

rsq = 1 - (e'\*e)/(y'\*y);

lm = length(yt)\*rsq;

disp(' ')

disp(['LM statistic (si1 = 0.0) = ', num2str(lm) ]);

% We should always remember to use simple chi asquare with this equation.

disp(['p-value = ', num2str(1-chi2cdf(lm,1)) ]);

disp(' ')

stsm lm

%=========================================================================

%

% Program to demonstrate properties of the LM test

%

%=========================================================================

clear all;

clc;

RandStream.setGlobalStream( RandStream('mt19937ar','seed',12345) );

% Sample sizes

t = 200;

% Simulate the data (discard first 100 simulated observations)..Here the

% values of mue , phi1 and si1 values are taken from p[roblem 5 as in this

% problem it is mentioned to use the ARMA(1,1) model of exervise 5.

mu = 0.0;

phi1 = 0.8;

si1 = 0.3;

vt = randn(t+101,1);

% This is the simulation stage

yt = recserar( mu + trimr(vt,1,0) + si1\*trimr(vt,0,1) , 0.0 , phi1);

% Now discard the first 100 observations taking only the latest values

yt = trimr(yt,100,0);

% Demonstrate the equivalence result

**%Very important to remember, under all circumstances the codes for lm tests remain same for AR or for MA. The only thing that matters depending on whether you are dealing with ARMA(1,1) or ARMA(2,2) or whatever data you input in mue, phi,si1 will change the results for LM test. The changes you will need to bring, you will bring in yt equation in th earlier stage only.**

% LM test of AR(1) : Following is the basic of lm test everywhere. Just memorize it...always remember the steps. Explained earlier in stsm\_gaussn. Theories can be found in Page 132 of book and 169 in search.

% First regression

y = yt;

x = ones(length(y),1);

v = y - x\*(x\y);

% Second regression

y = trimr(v,1,0);

x = [ones(length(y),1) trimr(v,0,1) ];

e = y - x\*(x\y);

y = bsxfun(@minus,y,mean(y));

rsq = 1 - (e'\*e)/(y'\*y);

lm = (t-1)\*rsq;

disp(' ')

disp(['LM statistic (phi1 = 0.0) = ', num2str(lm) ]);

disp(['p-value = ', num2str(1-chi2cdf(lm,1)) ]);

disp(' ')

% LM test of MA(1): the only difference is in first difference instead of v

% we use e and in second regression we trim e.

% First regression

y = yt;

x = ones(length(y),1);

e = y - x\*(x\y);

% Second regression

y = trimr(e,1,0);

x = [ones(length(y),1) trimr(e,0,1) ];

e = y - x\*(x\y);

y = bsxfun(@minus,y,mean(y));

rsq = 1 - (e'\*e)/(y'\*y);

lm = (t-1)\*rsq;

disp(' ')

disp(['LM statistic (si1 = 0.0) = ', num2str(lm) ]);

disp(['p-value = ', num2str(1-chi2cdf(lm,1)) ]);

disp(' ')

% Demonstrate singularity result: the difference is we have only v and in

% second regression we just construct a matrix trimming v. No estimation of

% second regression.

% LM test (joint AR and MA). This is important as in many cases you will be dealing with ARMA(1,1) or ARMA(2,2)…you can use LM test for AR or MA or joint and you will have equivalent result( proved earlier).

% First regression

y = yt;

x = ones(length(y),1);

v = y - x\*(x\y);

% Second regression

y = trimr(v,1,0);

x = [ones(length(y),1) trimr(yt,0,1) trimr(v,0,1) ];

disp('Correlation of explanatory variables at second stage')

disp( corrcoef( x(:,[2 3]) ) );

stsm Varma

%=========================================================================

%

% Program to simulate and estimate a VARMA model

%

%=========================================================================

function stsm\_varma( )

clear all

clc

RandStream.setGlobalStream( RandStream('mt19937ar','seed',1234567) );

% Generate the data%nobs means number of observations

nobs = 1000;

mu1 = 0.0; phi111 = 0.6; si111 = 0.2; si112= -0.5; % Equation 1

mu2 = 0.0; phi122 = 0.4; si121 = 0.2; si122 = 0.6; % Equation 2

nobs = nobs + 100; % Allow for startup

y1 = zeros(nobs,1);

y2 = zeros(nobs,1);

v1 = randn(nobs,1);

v2 = randn(nobs,1);

for t = 2:nobs

% these equations follows the format of equation 13.8, book page 474.

y1(t) = mu1 + phi111\*y1(t-1) + v1(t) + si111\*v1(t-1) + si112\*v2(t-1);

y2(t) = mu2 + phi122\*y2(t-1) + v2(t) + si121\*v1(t-1) + si122\*v2(t-1);

end

y = [ trimr(y1,100,0) trimr(y2,100,0) ];

t = length(y);

% Estimate the unrestricted model

bstart = [mu1; phi111; si111; si112; mu2; phi122; si121; si122];

options = optimset('LargeScale','off','Display','iter');

% @ is function handcle creation sign that preeceds a function which is neglogl here into b% .

[ theta,fvalu,~,~,~,[hess](../Theories/Hessian%20matrix%20-%20Wikipedia,%20the%20free%20encyclopedia.pdf) ] = ...

fminunc( @(b) neglogl(b,y),bstart,options );

## Use of Hessian in optimization

[Hessian 1](../Theories/Hessian_page%201.pdf)

[Hessian 2](../Theories/Hessian_page%202.pdf)

Hessian matrices are used in large-scale [optimization](https://en.wikipedia.org/wiki/Optimization_(mathematics)) problems within [Newton](https://en.wikipedia.org/wiki/Newton%27s_method_in_optimization)-type methods because they are the coefficient of the quadratic term of a local [Taylor expansion](https://en.wikipedia.org/wiki/Taylor_expansion) of a function. That is,

![y=f(\mathbf{x} + \Delta\mathbf{x})\approx f(\mathbf{x}) + \nabla f(\mathbf{x}) \Delta\mathbf{x} + \frac{1}{2} \Delta\mathbf{x}^\mathrm T\mathbf{H}(\mathbf{x}) \Delta\mathbf{x}](data:image/png;base64,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)

where ∇f is the [gradient](https://en.wikipedia.org/wiki/Gradient) (∂f/∂x1, ..., ∂f/∂xn). Computing and storing the full Hessian matrix takes [Θ](https://en.wikipedia.org/wiki/Big_O_notation)(n2) memory, which is infeasible for high-dimensional functions such as the [loss functions](https://en.wikipedia.org/wiki/Loss_function) of [neural nets](https://en.wikipedia.org/wiki/Artificial_neural_network), [conditional random fields](https://en.wikipedia.org/wiki/Conditional_random_field), and other [statistical models](https://en.wikipedia.org/wiki/Statistical_model) with large numbers of parameters. For such situations, [truncated-Newton](https://en.wikipedia.org/wiki/Truncated_Newton_method) and [quasi-Newton](https://en.wikipedia.org/wiki/Quasi-Newton_method) algorithms have been developed. The latter family of algorithms use approximations to the Hessian; one of the most popular quasi-Newton algorithms is [BFGS](https://en.wikipedia.org/wiki/Broyden%E2%80%93Fletcher%E2%80%93Goldfarb%E2%80%93Shanno_algorithm).[[4]](https://en.wikipedia.org/wiki/Hessian_matrix#cite_note-4)

Such approximations may use the fact that an optimization algorithm uses the Hessian only as a [linear operator](https://en.wikipedia.org/wiki/Linear_operator)H(v), and proceed by first noticing that the Hessian also appears in the local expansion of the gradient:

![\nabla f (\mathbf{x} + \Delta\mathbf{x}) = \nabla f (\mathbf{x}) + \mathbf{H}(\Delta\mathbf{x}) + O(\|\Delta\mathbf{x}\|^2)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAX8AAAAXBAMAAAARulLXAAAAMFBMVEX///+KiooWFhYMDAzm5uYEBARQUFBAQEDMzMx0dHQwMDC2trYiIiKenp5iYmIAAAD44OmDAAAAAXRSTlMAQObYZgAAAAlwSFlzAAAOxAAADsQBlSsOGwAABPpJREFUWAnVV0toZFUQrXQ6/U+n3Yi7GYKu/Ewkg6Iu8iDMRkSDM0h2aQR/K5tZuBCcPBAEXZiIovGzeIIiYmSy0UFc5LoTNwmzmIWLmYBD1EXiwBgJ8fM8Vff37u1+2eeGrqo+VXWq6t77ujtEJ3W19786qa3rvp+kb5ITPcEmTW2PHOC3kWgBbG4U3owyu6lGjwmMi3w8iocxcL2Nv2gx1KanUk7r7sva45Bv94nGelGwftvMPPyZN8WKKe6w/jCwPZuf78/P5Q/bIh/ZOKJW4m1tXdvfZQxcV/CHVexAQ69IWieX9S/HXFgneouN4TV+6LE4JKJoZDY0CmzkfaKpI3i1Yy61geRzDPT4DrUXSXAzQLEDgZoDcbeZkCjDqzmTEJU82u/oMERhu6K7F1G03BWLAv0AUqR5KhM6EV97k63GgxDPohS4zADFDgS6Tglx2hbX63JP9QziNF5+KWv2L6fWpMnMmdoIKSrOawM7GvEDnGag1iqc6s86hJTW833oGykxlxmg2AFD7ZtvbhCnbWYQLbxofBWnMGDLLWWsZrqSOZBueVOskOID7zWB8QC6yFrjyEdOGVNp/TmrlR4xlx4g6IChlTzHhYS/8zfEHl7dy19sUKdH3bkD2jpIgJDdEKoRb9cv+UInv0B0v/i8CCl+GAqMB0ARrD7hVG2xyramU6La/7E6tUrgMgMEHZhDIeI0ucEZJ2ziVdnAVfqHriYM+AHWSLZrWU3eDfRLdl2c5qXYDCnuBVIMxB5xEC52fn52dg7bzkWomRKfqinWWuUIW7Aul+uPbWIu3W3QgRtA0nCD5RGgdxE9kUCcefEsJC8lkneLt4sqf72eAHker2AFFDiiKNAN0NefQlKkhovLfepiNbh4KZETC6y2EmIu3W2/2IEbQNJwg+URoFcRLXfx3EEKk5cSybsl21VdWmTgV416GVDcAh4GxgNIkTUcCU6DdLHuQLMpUVOsqvAyl3QbduAGkDTc4D1JewByKoGYzFNIviRP60uC3SI51htytkMDBBR/cq4PrE9P3zM9fR8w9ykkRfpAllNbTDpxBWWAGmoxl3QbdhAOgBucIY6Iv8wmUojW1llIXkokYbf0dq3fTmBeYrTwDPBDkDEmFItsFAILz0DfXKFUHgF9qrpYfYdkKZGVGaiVVSLmkm7DDtwA9R0E0NZ326waPO74BsQLeLL0UloNWGG7aoNlRj7lt8EqUjwGTxgYXyEuUud8PlVdrNXTfErUGPDqQzCZS7oNO3AD6LTNn3TWAhQ/1k1FZ/oCmRPovvQh1ssZfYKnEw6mDVeRgj+jwsB4AC6yy5TvH9lisnFIVJp3nehqDyZzcbdRB24AndaRH0JUyxDdHFBt6bC6dBs1sJTICf176fC5PD2XP0I0I2hRFCnw5RMF6gHsj7lH5dtySXO+YYqNGzal9dil3Zts2S+yqAM/gIQ3BqIqPHI1bE6JJxJj/QjA9StQzDuvDTQn4PCoCON3Gqcy2ijmct16l4NsGru+l88Ges2HwcqCd+ZNJx2FAtMU9W3rtoH6U9qi0GERdvxovJnRRjGX69a7HGTT2PXMNQl4woeVWVfKHJqiqqy/NHCoSFufoE10mrlctw51UJD2u+aY3PFxJVZWgpOhuG79pYFDRYbOyFKA65gBRqbdZXPLdDMp8xh8LNXGMYFxkffKKMFV8i8lZyDtf62k+W+EnduwAAAAAElFTkSuQmCC)

Letting Δx = rv for some scalar r, this gives

![\mathbf{H}(\Delta\mathbf{x}) = \mathbf{H}(r\mathbf{v}) = r\mathbf{H}(\mathbf{v}) = \nabla f (\mathbf{x} + r\mathbf{v}) - \nabla f (\mathbf{x}) + O(r^2),](data:image/png;base64,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)

i.e.,

![\mathbf{H}(\mathbf{v}) = \frac{1}{r} \Bigl[ \nabla f (\mathbf{x} + r\mathbf{v}) - \nabla f (\mathbf{x}) \Bigr] + O(r)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAVsAAAApBAMAAABpfJegAAAAMFBMVEX///+enp4iIiJ0dHQWFhaKiopiYmIwMDDMzMxAQEDm5uZQUFAEBAQMDAy2trYAAACRAYFjAAAAAXRSTlMAQObYZgAAAAlwSFlzAAAOxAAADsQBlSsOGwAABT5JREFUWAntWF1oHFUUPvs7m02y2QdRwYfOi+jbRl+kQiWK9kHQ7ougKLhFiPogrPEPW9B5EPyB0hX8eTODLyK0JPqQ+geN4IO0wgb71hK74JPUmjRVGtpNxu+cO3Mz984MbMoWEsiB3HPuPd9855tz78xOSzSYfT0YbIegar/vECEDyagefWQg3I4BzewYJQMJEblO8O9A4JsDzQZLN3dhylUiN99LyQxvqbo4NK49uYlW7nU30ZIhLux1d4jNTFANsbuvM/nOepGVPXXDhZ7ysfFUcNRPl/tSDJUMU6gMkFEys7sh6iFcevli/0J1OdjoED0VMR2JAstzd6eV1ZGqLbSo1LQw1tSiKqurDzPq0rRVMik3tzD9A5ChMMdHfPwGhqBNVMGfsvejwPIstxGIsdyxr1zKgkZXWvm8uvoKp8/MWCUTcqtvEv3taZQI1HKdHpOwOSwmxVjuityUw9kDVaJ3UmDxJYuqdk2SzFFY8snpIRBjXELusSbR6BQ5PYEQvQqv5RbDRaKcSNJTHbDc/CZPZTc/RzDFM22ujqLApmr0kClDG42giFlSy3WRhlUvYMitb6HuwFzL3c8QZatRYHqWq/oj93MOLeoYCNeYycSiks2RvRmfJDJL2nKdRTBU/ttCTWCu5d6N7Q3OU/dnooelUmJgucT9kfa8eO0LyjepfLFPjb6PDJErY+mBwn4vg0o25zBg5Xff7hFKvhIs5oMzUtKWu9ICrnSVUUJJxTrk9peXl/lRexLJbpPeg3sNf/TJo2wuh6GJXO6PtKe2it3sYVfX6DZfIVxx5bEjc02DSmV5lM0BAx4C/HHJWTf3OBxK2nJnPayXrzBKUTqTse7iFun0FH0K9yP+Ukzkcn+4PXhW8HLwERz67jzPYa6Md87VK5lU2BzZGzoALJcs3jjmw6GkLfc3LFP+OqMU5eh8TO4qknObVYiglxkYM3n9hD8T3J825/hZ4dNEJ/oeO5grI+1jF6f6gO0jSWJzZG+IH1QuWe3+ygmUtOWu8fpcW1BCWe7E5F5HcmRtdFJdy1DbpLs4vKo9xRbk+sDkAg8jH55f1OH5lqcxqspbbHiJwrA5sjd0EBMuSfvWedRyt2hE7mlPUEJpyOWbrASX+drPeMg4u3jzqvZM1HEYPACdhnkYRIlBxXShYXPaEvJPhfR1ZsNHiJJ2d5/AcuWqQvHN0Ugr1t0/eKVxlsc3eEia6m5+8z5JHfeJxnsIv8fDpsxVTl7NWVSNP3Gb0MGd5ZKjnVkXDiVtuc97RCfnFUoonWZMrrwOVmR/mCbFlNzammrPc0Dws1pw6RBI2VwZc6viMqhW7pFsaRGOS96Phw0OJW25jku5xxRKUaI50SdOW72N8x3kaYmHpCm51KhL6hRG/EyMdter3Y1JWXJlLLTFZVDl+RSgqQzCz8RPgXciOCclbbn0zPSCr1CKchwTbSd1VJrXoRGEcj9Ui3zj8h7ZwrhbYRglqSodSRWbcGbJhNyQQ6OeDRfEjdSjWd6LItOHcmWx1pNj87GBaBsznmRR/TPhI2uW1HItGo26lxkjq7pR9FcUWD4ud+ybec5+aUHsaRbV2bsYaZbUci2SCFXrGInbo5l1d9Gy8Y+fsvo8ybV0NjXIonpBlTZKZsmlEKXen7pMyVNhwddLYaC+MAy5EeTpKEj1SSoTZpTMlBuiHjSvzZ6pL4xUudkXbTuTKXe7TOoLY9fIVR8tu0eufGHsHrkH5fjEX2TbPU8D4Id2dkm+MHZNd3Orqru3+D/7FwfYgkEg4UfLINBbi/kfgqyruytxp7YAAAAASUVORK5CYII=)

so if the gradient is already computed, the approximate Hessian can be computed by a linear (in the size of the gradient) number of scalar operations. (While simple to program, this approximation scheme is not numerically stable since r has to be made small to prevent error due to the O(r) term, but increasing it loses precision in the first term.[[5]](https://en.wikipedia.org/wiki/Hessian_matrix#cite_note-5))

% Wald test

%Important book pages : Page 144, 145, look into page 129 equation 4.6 to understand why inverse of hessian is used. Page 134 and 135 discusses theoretical part of restriction cases. Page 137, the LM equation shows how we come to derive use of hessian from gradiant and their relationships.

vc = (1/t)\*inv( hess );

r = [0 0 1 0 0 0 0 0 ;

0 0 0 1 0 0 0 0 ;

0 0 0 0 0 0 1 0 ;

0 0 0 0 0 0 0 1 ] ;

q = [ 0; 0; 0; 0 ];

w = (r\*theta - q)'\*inv(r\*vc\*r')\*(r\*theta - q);

disp( ['Wald test = ' num2str(w) ] );

disp( ['p-value = ' num2str(1-chi2cdf(w,4))] );

% Estimate the restricted model

bstart = [ mu1; phi111; mu2; phi122 ];

[ ~,fvalr,~,~,~,~ ] = ...

fminunc( @(b) negloglr(b,y),bstart,options );

% Likelihood Ratio test

fvalr = -fvalr;

fvalu = -fvalu;

lr = -2\*(t-1)\*(fvalr - fvalu);

disp( ['LR test = ' num2str(lr) ] );

disp( ['p-value = ' num2str(1-chi2cdf(lr,4))] );

end

%--------------------------- Subroutines ----------------------------------

%

%--------------------------------------------------------------------------

% Log-likelihood function for an unrestricted VARMA model

%--------------------------------------------------------------------------

function f = neglogl( b,y )

\ [ t,n ] = size( y );

e1 = zeros( t,1 );

e2 = zeros( t,1 );

lf = zeros( t-1,1 );

% First loop over MA part

for i = 2:t

% The structure of equation Simply following the same structure as stsm\_lm and stsm\_gaussn for calculation of LM or log-likelihood function. It also is quite similar to VARMA coding.

e1(i) = y(i,1)-b(1)-b(2)\*y(i-1,1)-b(3)\*e1(i-1)-b(4)\*e2(i-1);

e2(i) = y(i,2)-b(5)-b(6)\*y(i-1,2)-b(7)\*e1(i-1)-b(8)\*e2(i-1);

end

e = [ trimr( e1,1,0 ) trimr( e2,1,0 )] ;

omega = e'\*e/(t-1);

for i = 1:t-1;

lf(i) = -0.5\*n\*log(2\*pi) - 0.5\*log(det(omega)) ...

- 0.5\*e(i,:)\*inv(omega)\*e(i,:)';

end

f = -mean( lf );

end

%--------------------------------------------------------------------------

% Log-likelihood function for a restricted VARMA model

%--------------------------------------------------------------------------

function f = negloglr( b,y )

[ t,n ] = size( y );

e1 = zeros( t,1 );

e2 = zeros( t,1 );

lf = zeros( t-1,1 );

% First loop over MA part

for i = 2:t

e1(i) = y(i,1)-b(1)-b(2)\*y(i-1,1);

e2(i) = y(i,2)-b(3)-b(4)\*y(i-1,2);

end

e = [ trimr( e1,1,0 ) trimr( e2,1,0 )] ;

omega = e'\*e/(t-1);

for i = 1:t-1;

lf(i) = -0.5\*n\*log(2\*pi) - 0.5\*log(det(omega)) ...

- 0.5\*e(i,:)\*inv(omega)\*e(i,:)';

end

f = -mean( lf );

end

First-order

Iteration Func-count f(x) Step-size optimality

0 9 2.84322 0.0898

1 27 2.84029 0.394852 0.022

2 36 2.83988 1 0.0162

3 45 2.83948 1 0.00561

4 54 2.83945 1 0.00331

5 63 2.83943 1 0.0013

6 72 2.83943 1 0.00105

7 81 2.83942 1 0.000542

8 90 2.83942 1 0.000408

9 99 2.83942 1 0.000208

10 108 2.83942 1 0.000117

11 117 2.83942 1 8.33e-05

12 126 2.83942 1 4.89e-05

13 135 2.83942 1 4.19e-05

14 144 2.83942 1 1.36e-05

15 153 2.83942 1 7.87e-06

16 162 2.83942 1 5.19e-06

17 171 2.83942 1 4.77e-06

18 180 2.83942 1 2.06e-06

19 198 2.83942 0.353221 4.47e-07

Local minimum found.

Optimization completed because the size of the gradient is less than

the default value of the function tolerance.

<stopping criteria details>

Computing finite-difference Hessian using user-supplied objective function.

Wald Test=687.3548

p-value = 0

First-order

Iteration Func-count f(x) Step-size optimality

0 5 3.13234 0.371

1 10 3.09615 1 0.257

2 15 3.0667 1 0.0179

3 20 3.06659 1 0.00119

4 25 3.06659 1 0.000683

5 30 3.06659 1 4.18e-05

6 35 3.06659 1 1.32e-05

7 40 3.06659 1 3.9e-06

8 45 3.06659 1 1.13e-06

Local minimum found.

Optimization completed because the size of the gradient is less than

the default value of the function tolerance.

<stopping criteria details>

LR test = 453.883

p-value = 0

>>

stsm varmab

%=========================================================================

%

% Simulate and estimate a VARMA model with multivariate bilinearity

%

%=========================================================================

function stsm\_varmab( )

clear all

clc

RandStream.setGlobalStream( RandStream('mt19937ar','seed',1234567) );

% Generate the data

nobs = 1000;

mu1 = 0.0; phi111 = 0.6; si111 = 0.2; si112= -0.5; % Equation 1

mu2 = 0.0; phi122 = 0.4; si121 = 0.2; si122 = 0.6; % Equation 2

nobs = nobs + 100; % Allow for startup

y1 = zeros(nobs,1);

y2 = zeros(nobs,1);

v1 = randn(nobs,1);

v2 = randn(nobs,1);

for t = 2:nobs % because this is directly specified in book

y1(t) = mu1 + phi111\*y1(t-1) + v1(t) + si111\*v1(t-1) + si112\*v2(t-1);

y2(t) = mu2 + phi122\*y2(t-1) + v2(t) + si121\*v1(t-1) + si122\*v2(t-1);

end

% because we added 100 with nobs in line 18 (allow for startup), here for the data

% generation process, we are trimming 100 from y

y = [ trimr(y1,100,0) trimr(y2,100,0) ];

t = length(y);

% the following part will estimate the unrestricted model, but the data

% generation will take conditions from previous equations.

% Estimate the unrestricted model

bstart = [mu1; phi111; si111; si112; mu2; phi122; si121; si122 ; 0.01 ; 0.01];

options = optimset('LargeScale','off','Display','iter');

[ theta,fvalu,~,~,~,hess ] = ...

fminunc( @(b) neglogl(b,y),bstart,options );

% Wald test

vc = (1/t)\*inv( hess );

r = [0 0 0 0 0 0 0 0 1 0;

0 0 0 0 0 0 0 0 1 1 ];

q = [ 0; 0 ];

w = (r\*theta - q)'\*inv(r\*vc\*r')\*(r\*theta - q);

disp( ['Wald test = ' num2str(w) ] );

disp( ['p-value = ' num2str(1-chi2cdf(w,4))] );

% Estimate the restricted model

bstart = [mu1; phi111; si111; si112; mu2; phi122; si121; si122 ];

[ ~,fvalr,~,~,~,~ ] = ...

fminunc( @(b) negloglr(b,y),bstart,options );

% Likelihood Ratio test

fvalr = -fvalr;

fvalu = -fvalu;

lr = -2\*(t-1)\*(fvalr - fvalu);

disp(' ');

disp(['Unconstrained log-likelihood = ', num2str(fvalu) ]);

disp(['Constrained log-likelihood = ', num2str(fvalr) ]);

disp(' ');

disp( ['LR test = ' num2str(lr) ] );

disp( ['p-value = ' num2str(1-chi2cdf(lr,4))] );

end

%--------------------------- Subroutines ----------------------------------

%

%--------------------------------------------------------------------------

% Log-likelihood function for an unrestricted VARMA model

%--------------------------------------------------------------------------

function f = neglogl( b,y )

[ t,n ] = size( y );

e1 = zeros( t,1 );

e2 = zeros( t,1 );

lf = zeros( t-1,1 );

for i = 2:t

e1(i) = y(i,1)-b(1)-b(2)\*y(i-1,1)-b(3)\*e1(i-1)-b(4)\*e2(i-1) ...

-b(9)\*y(i-1,1)\*e1(i-1);

e2(i) = y(i,2)-b(5)-b(6)\*y(i-1,2)-b(7)\*e1(i-1)-b(8)\*e2(i-1) ...

- b(10)\*y(i-1,2)\*e2(i-1);

end

e = [ trimr( e1,1,0 ) trimr( e2,1,0 )] ;

vc = e'\*e/(t-1);

for i = 1:t-1;

lf(i) = -0.5\*n\*log(2\*pi) - 0.5\*log(det(vc)) ...

- 0.5\*e(i,:)\*inv(vc)\*e(i,:)';

end

f = -mean( lf );

end

%--------------------------------------------------------------------------

% Log-likelihood function for an restricted VARMA model

%--------------------------------------------------------------------------

function f = negloglr( b,y )

[ t,n ] = size( y );

e1 = zeros( t,1 );

e2 = zeros( t,1 );

lf = zeros( t-1,1 );

% First loop over MA part

for i = 2:t

e1(i) = y(i,1)-b(1)-b(2)\*y(i-1,1)-b(3)\*e1(i-1)-b(4)\*e2(i-1);

e2(i) = y(i,2)-b(5)-b(6)\*y(i-1,2)-b(7)\*e1(i-1)-b(8)\*e2(i-1);

end

e = [ trimr( e1,1,0 ) trimr( e2,1,0 )] ;

vc = e'\*e/(t-1);

for i = 1:t-1;

lf(i) = -0.5\*n\*log(2\*pi) - 0.5\*log(det(vc)) ...

- 0.5\*e(i,:)\*inv(vc)\*e(i,:)';

end

f = -mean( lf );

end

stsm\_varmab

%=========================================================================

%

% Simulate and estimate a VARMA model with multivariate bilinearity

%

%=========================================================================

function stsm\_varmab( )

clear all

clc

RandStream.setDefaultStream( RandStream('mt19937ar','seed',1234567) );

% Generate the data

nobs = 1000;

mu1 = 0.0; phi111 = 0.6; si111 = 0.2; si112= -0.5; % Equation 1

mu2 = 0.0; phi122 = 0.4; si121 = 0.2; si122 = 0.6; % Equation 2

nobs = nobs + 100; % Allow for startup

y1 = zeros(nobs,1);

y2 = zeros(nobs,1);

v1 = randn(nobs,1);

v2 = randn(nobs,1);

for t = 2:nobs

y1(t) = mu1 + phi111\*y1(t-1) + v1(t) + si111\*v1(t-1) + si112\*v2(t-1);

y2(t) = mu2 + phi122\*y2(t-1) + v2(t) + si121\*v1(t-1) + si122\*v2(t-1);

end

y = [ trimr(y1,100,0) trimr(y2,100,0) ];

t = length(y);

% Estimate the unrestricted model

bstart = [mu1; phi111; si111; si112; mu2; phi122; si121; si122 ; 0.01 ; 0.01];

options = optimset('LargeScale','off','Display','iter');

[ theta,fvalu,~,~,~,hess ] = ...

fminunc( @(b) neglogl(b,y),bstart,options );

% Wald test

vc = (1/t)\*inv( hess );

r = [0 0 0 0 0 0 0 0 1 0;

0 0 0 0 0 0 0 0 1 1 ];

q = [ 0; 0 ];

w = (r\*theta - q)'\*inv(r\*vc\*r')\*(r\*theta - q);

disp( ['Wald test = ' num2str(w) ] );

disp( ['p-value = ' num2str(1-chi2cdf(w,4))] );

% Estimate the restricted model

bstart = [mu1; phi111; si111; si112; mu2; phi122; si121; si122 ];

[ ~,fvalr,~,~,~,~ ] = ...

fminunc( @(b) negloglr(b,y),bstart,options );

% Likelihood Ratio test

fvalr = -fvalr;

fvalu = -fvalu;

lr = -2\*(t-1)\*(fvalr - fvalu);

disp(' ');

disp(['Unconstrained log-likelihood = ', num2str(fvalu) ]);

disp(['Constrained log-likelihood = ', num2str(fvalr) ]);

disp(' ');

disp( ['LR test = ' num2str(lr) ] );

disp( ['p-value = ' num2str(1-chi2cdf(lr,4))] );

end

%--------------------------- Subroutines ----------------------------------

%

%--------------------------------------------------------------------------

% Log-likelihood function for an unrestricted VARMA model

%--------------------------------------------------------------------------

function f = neglogl( b,y )

[ t,n ] = size( y );

e1 = zeros( t,1 );

e2 = zeros( t,1 );

lf = zeros( t-1,1 );

for i = 2:t

e1(i) = y(i,1)-b(1)-b(2)\*y(i-1,1)-b(3)\*e1(i-1)-b(4)\*e2(i-1) ...

-b(9)\*y(i-1,1)\*e1(i-1);

e2(i) = y(i,2)-b(5)-b(6)\*y(i-1,2)-b(7)\*e1(i-1)-b(8)\*e2(i-1) ...

- b(10)\*y(i-1,2)\*e2(i-1);

end

e = [ trimr( e1,1,0 ) trimr( e2,1,0 )] ;

vc = e'\*e/(t-1);

for i = 1:t-1;

lf(i) = -0.5\*n\*log(2\*pi) - 0.5\*log(det(vc)) ...

- 0.5\*e(i,:)\*inv(vc)\*e(i,:)';

end

f = -mean( lf );

end

%--------------------------------------------------------------------------

% Log-likelihood function for an restricted VARMA model

%--------------------------------------------------------------------------

function f = negloglr( b,y )

[ t,n ] = size( y );

e1 = zeros( t,1 );

e2 = zeros( t,1 );

lf = zeros( t-1,1 );

% First loop over MA part

for i = 2:t

e1(i) = y(i,1)-b(1)-b(2)\*y(i-1,1)-b(3)\*e1(i-1)-b(4)\*e2(i-1);

e2(i) = y(i,2)-b(5)-b(6)\*y(i-1,2)-b(7)\*e1(i-1)-b(8)\*e2(i-1);

end

e = [ trimr( e1,1,0 ) trimr( e2,1,0 )] ;

vc = e'\*e/(t-1);

for i = 1:t-1;

lf(i) = -0.5\*n\*log(2\*pi) - 0.5\*log(det(vc)) ...

- 0.5\*e(i,:)\*inv(vc)\*e(i,:)';

end

f = -mean( lf );

end

stsm finite

%=========================================================================

%

% Simulation demonstration of the finite sample properties of the

% AR(1) estimator- Book page 138 for other available methods. Also the importance of finite distribution…

%

%=========================================================================

function stsm\_finite( )

clear all

clc

RandStream.setDefaultStream( RandStream('mt19937ar','seed',1234567) );

% Generate the data

t = 50;

sigv = 1.0;

phi1 = 0.9;

ndraws = 10000;

theta\_mle = zeros( ndraws,1 );

for i = 1:ndraws

vt = sqrt(sigv)\*randn( t+101,1 );

yt = zeros( length( vt ),1 );

% Simulate the AR(1) model

for j = 2:length( vt )

yt(j) = phi1\*yt(j-1) + vt(j);

end

% Get rid of first 100 observations

yt = trimr( yt,100,0);

% Conditional mle

% This perticular equation is setting condition only...same goes

% for earlier calculations...

theta\_mle(i,:) = trimr( yt,0,1 )\trimr( yt,1,0 );

end

% Compute statistics of sampling distribution

mse\_mle = mean( (theta\_mle - phi1).^2 );

rmse\_mle = sqrt( mse\_mle );

disp( ['Population parameter = ', num2str( phi1 ) ] )

disp( ['Mean (cond. mle) = ', num2str( mean(theta\_mle) ) ] )

disp( ['Bias (cond. mle) = ', num2str( mean( theta\_mle )- phi1 ) ] )

disp( ['Bias (Shenton-Johnson) = ', num2str( -2\*phi1/t ) ] )

disp( ['RMSE (cond. mle) = ', num2str( rmse\_mle ) ] )

end

stsm laglength

%=========================================================================

%

% Simulate an AR(3) model and compute the optimal lag length

%

%==========================================================================

clear all;

clc;

RandStream.setGlobalStream( RandStream('mt19937ar','seed',1) );

% Nrep is the number of repetitions...here it is 2000 times...The

% coefficients are simply received from the equation in the question..We

% always add to the given size T, which is 200 in the question...So we have

% t+100 parameters. Pmax is 7 because in the question we are estimating AR(1) to AR(7).

NRep = 2000;

t = 300;

pmax = 7;

mu = 0.0;

phi1 = 0.2;

phi2 = -0.15;

phi3 = 0.05;

% Now here we have some interesting observation. zeros is creating arrays.

% Each time zeros function seems to be creating random number of 7 rows,

% which might be creating space for input.

acount = zeros( pmax,1 );

scount = zeros( pmax,1 );

hcount = zeros( pmax,1 );

%Steps, generating the data

for k = 1:NRep

% Generate data

% here zeros is again creating random numbers with first few rows with

% 0 scalers...

yt = zeros( t,1 );

% In the question it is mentioned that the true lag structure is 3, so we

% take 3+1....

for i = 4:t

yt(i) = mu+phi1\*yt(i-1)+phi2\*yt(i-2)+phi3\*yt(i-3)+sqrt(0.5)\*randn;

end

%%

%% Lagmatrix: Create matrix of lagged time series ,XLAG = lagmatrix(X,Lags),

% XLAG = lagmatrix(X,Lags) creates a lagged (shifted) version of a time series matrix. The lagmatrix function is useful for creating a regression matrix of explanatory variables for fitting the conditional mean of a return series.

% X is simply a time series data. Lags: Vector of integer lags. lagmatrix applies the first lag to every series in X, then applies the second lag to every series in X, and so forth. To include a time series as is, include a 0 lag. Positive lags correspond to delays, and shift a series back in time. Negative lags correspond to leads, and shift a series forward in time.

%XLags: Lagged transform of the time series X. To create XLAG, lagmatrix shifts each time series in X by the first lag, then shifts each time series in X by the second lag, and so forth. Since XLAG represents an explanatory regression matrix, each column is an individual time series. XLAG has the same number of rows as there are observations in X. Its column dimension is equal to the product of the number of columns in X and the length of Lags. lagmatrix uses a NaN (Not-a-Number) to indicate an undefined observation.

%Example:

% Create a Lag Matrix

%Create a bivariate time series matrix X with five observations each:

%X = [1 -1; 2 -2 ;3 -3 ;4 -4 ;5 -5] % Create a simple

% bivariate series.

%X =

% 1 -1

% 2 -2

% 3 -3

% 4 -4

% 5 -5

%Create a lagged matrix XLAG, composed of X and the first two lags of X:

%XLAG = lagmatrix(X,[0 1 2]) % Create the lagged matrix.

%XLAG =

% 1 -1 NaN NaN NaN NaN

% 2 -2 1 -1 NaN NaN

% 3 -3 2 -2 1 -1

% 4 -4 3 -3 2 -2

% 5 -5 4 -4 3 -3

%The result, XLAG, is a 5-by-6 matrix.

%%

% Set up lags and make sure that T is constant

ylag = lagmatrix(yt,0:pmax);

% here, we are just removing the first 100 observations from lagmatrix....a step we do for all

% random data generation....

ylag = ylag(101:end,:);

% Loop over the lags (yt is first column of ylag)

aic = zeros( pmax,1 );

sic = zeros( pmax,1 );

hic = zeros( pmax,1 );

y = ylag(:,1);

tt = length( y );

for j = 2:pmax+1

% here interestingly ones is simply creating ones matrix in the first

% column

x = [ ones(tt,1) ylag(:,2:j)];

%returns the size of dimension of x only.

%m = size(X,dim).m = size(X,dim) returns the size of the dimension of X specified by scalar dim.

k = size( x,2 );

b = x\y;

e = y-x\*b;

aic(j-1) = log(e'\*e/tt) + 2\*k/tt;

sic(j-1) = log(e'\*e/tt) + k\*log(tt)/tt;

hic(j-1) = log(e'\*e/tt) + 2\*k\*log(log(tt))/tt;

end

% this part is simpky identifying the minimum number representaing the

% laglength

[~,ind]=min(aic);

acount(ind) = acount(ind)+1;

[~,ind]=min(sic);

scount(ind) = scount(ind)+1;

[~,ind]=min(hic);

hcount(ind) = hcount(ind)+1;

end

%\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

%\*\*

%\*\* Generate graph

%\*\*

%\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

% Switch off TeX interpreter and clear figure

set(0,'defaulttextinterpreter','none');

figure(1);

clf;

bar([acount hcount scount])

colormap gray

xlabel('Lag Order');

laprint(1,'infocrit','options','factory');

Stsm granger

%=========================================================================

%

% Program to perform Granger causality tests on a VAR

%

%=========================================================================

function stsm\_granger( )

clear all

clc

% Read the data: quarterly US data from Jan-1959 to Dec-1998

load sims\_data.mat

% Define variables

r = ytdata(:,1);

lex = log( ytdata(:,2) );

lcp = log( ytdata(:,3) );

lm = log( ytdata(:,4) );

lp = log( ytdata(:,5) );

lo = log( ytdata(:,6) );

sdum = ytdata(:,7:17);

t = length(ytdata);

% Construct variables for use in VAR

% interest rate (is not multiplied with 100 as this is not annual growth rate like the others) and the annual percentage growth rates in money, price and output

yvar = [ r lm lp lo ];

% It is simple annual growth rate in chain multiplication format

% We have 3 columns of data which are the growth rates only...We are

% calculating the growth rate by simply omitting the first and last 12

% data which is 12 months (annual) data and than by

% deductions we are calculating the annual rate of growth.

tmp = 100\*(trimr(yvar(:,2:4),12,0) - trimr(yvar(:,2:4),0,12));

%for the interest rates we are only fixing the dimension as no growth

%rate needs calculating.

y = [ trimr(yvar(:,1),12,0) tmp];

% Granger causality tests (based on the Wald test)

t = length(y);

% Obtain estimates of the VAR(2) by OLS to each equation

% Now, the trimr portions are only doing iteration by number of VAR,this process sets restrictions on the system..

% here upto 2 lags as we are calculating VAR(2). We are using ones only

% for matrix concatenation...

bols = [ones(t-2,1) trimr(y,1,1) trimr(y,0,2)]\trimr(y,2,0);

theta0 = bols(:);

% Estimate model: will converge in one step

ops = [optimset](optimset%20(1).pdf)('LargeScale','off','Display','iter');

[theta1,~,~,~,~,H] = [fminunc](fminunc.pdf)(@(b) neglog( b,y ),theta0,ops);

%The above equation is one estimation where we get the value of theta1 by applying neglog function on theta0 and fminunc and Hessian is calculated with commands set in ops…

please note that, right \ division is used when you are dividing

% between two matrix, and we do / division when we are dividing between

% scalers....this is easier to remember.

% Here H is 36 by 36 matrix...which has been generated with

% optimization option....needs further reading on this. H is simply hessian and hessian is important optimization tool….for all optimization we generally use hessian….

cov1 = H\(1/t);

% Wald test of no causality from money to interest rates

% You can put any restrictions in any of the columns, for 2 by 36

% column, it is good to maintain a sequence, such as 1-5,2-7,3-8 or

% 0-4,1-5,2-7,3-9 etc...please go to all to one variable

r = zeros(2,36);

r(1,3) = 1.0;

r(2,7) = 1.0;

q = [ 0 ; 0 ];

wd = (r\*theta0 - q)'\*inv(r\*cov1\*r')\*(r\*theta0 - q);

dof = size(r,1);

disp(' ')

disp(['Wald test (money to interest rates) = ',num2str(wd) ]);

disp(['Number of degrees of freedom = ',num2str(dof) ]);

disp(['p-value = ',num2str(1-chi2cdf(wd,dof)) ]);

disp(' ')

% Wald test of no causality from prices to interest rates

r = zeros(2,36);

r(1,4) = 1.0;

r(2,8) = 1.0;

q = [ 0 ; 0 ];

wd = (r\*theta1 - q)'\*inv(r\*cov1\*r')\*(r\*theta1 - q);

disp(' ')

disp(['Wald test (prices to interest rates) = ',num2str(wd) ]);

disp(['Number of degrees of freedom = ',num2str(dof) ]);

disp(['p-value = ',num2str(1-chi2cdf(wd,dof)) ]);

disp(' ')

% Wald test of no causality from output to interest rates

r = zeros(2,36);

r(1,5) = 1.0;

r(2,9) = 1.0;

q = [ 0 ; 0 ];

wd = (r\*theta1 - q)'\*inv(r\*cov1\*r')\*(r\*theta1 - q);

disp(' ')

disp(['Wald test (output to interest rates) = ',num2str(wd) ]);

disp(['Number of degrees of freedom = ',num2str(dof) ]);

disp(['p-value = ',num2str(1-chi2cdf(wd,dof)) ]);

disp(' ')

% The fun part is when you test for no causality from all, you will keep

% the restrictions that you put in the column vectors earlier exactly the

% same, but number of rows will increase...as if you are concatenating the

% single causalities by rows.

% Wald test of no causality from all to interest rates

r = zeros(2,36);

r(1,3) = 1.0;

r(2,7) = 1.0;

r(3,4) = 1.0;

r(4,8) = 1.0;

r(5,5) = 1.0;

r(6,9) = 1.0;

q = [ 0 ; 0 ; 0 ; 0 ; 0 ; 0 ];

wd = (r\*theta1 - q)'\*inv(r\*cov1\*r')\*(r\*theta1 - q);

dof = size(r,1);

disp(' ')

disp(['Wald test (all to interest rates) = ',num2str(wd) ]);

disp(['Number of degrees of freedom = ',num2str(dof) ]);

disp(['p-value = ',num2str(1-chi2cdf(wd,dof)) ]);

disp(' ')

% Wald test of no causality from interest rates to money

r = zeros(2,36);

r(1,11) = 1.0;

r(2,15) = 1.0;

q = [ 0 ; 0 ];

wd = (r\*theta1 - q)'\*inv(r\*cov1\*r')\*(r\*theta1 - q);

dof = size(r,2);

disp(' ')

disp(['Wald test (interest rates to money) = ',num2str(wd) ]);

disp(['Number of degrees of freedom = ',num2str(dof) ]);

disp(['p-value = ',num2str(1-chi2cdf(wd,dof)) ]);

disp(' ')

% Wald test of no causality from prices to money

r = zeros(2,36);

r(1,13) = 1.0;

r(2,17) = 1.0;

q = [ 0 ; 0 ];

wd = (r\*theta1 - q)'\*inv(r\*cov1\*r')\*(r\*theta1 - q);

dof = size(r,2);

disp(' ')

disp(['Wald test (prices to money) = ',num2str(wd) ]);

disp(['Number of degrees of freedom = ',num2str(dof) ]);

disp(['p-value = ',num2str(1-chi2cdf(wd,dof)) ]);

disp(' ')

% Wald test of no causality from output to money

r = zeros(2,36);

r(1,14) = 1.0;

r(2,18) = 1.0;

q = [ 0 ; 0 ];

wd = (r\*theta1 - q)'\*inv(r\*cov1\*r')\*(r\*theta1 - q);

dof = size(r,2);

disp(' ')

disp(['Wald test (output to money) = ',num2str(wd) ]);

disp(['Number of degrees of freedom = ',num2str(dof) ]);

disp(['p-value = ',num2str(1-chi2cdf(wd,dof)) ]);

disp(' ')

% Wald test of no causality from all to money

r = zeros(2,36);

r(1,11) = 1.0;

r(2,15) = 1.0;

r(3,13) = 1.0;

r(4,17) = 1.0;

r(5,14) = 1.0;

r(6,18) = 1.0;

q = [ 0 ; 0 ; 0 ; 0 ; 0 ; 0 ];

wd = (r\*theta1 - q)'\*inv(r\*cov1\*r')\*(r\*theta1 - q);

dof = size(r,1);

disp(' ')

disp(['Wald test (all to money) = ',num2str(wd) ]);

disp(['Number of degrees of freedom = ',num2str(dof) ]);

disp(['p-value = ',num2str(1-chi2cdf(wd,dof)) ]);

disp(' ')

% Wald test of no causality from interest rates to prices

r = zeros(2,36);

r(1,20) = 1.0;

r(2,24) = 1.0;

q = [ 0 ; 0 ];

wd = (r\*theta1 - q)'\*inv(r\*cov1\*r')\*(r\*theta1 - q);

dof = size(r,2);

disp(' ')

disp(['Wald test (interest rates to prices) = ',num2str(wd) ]);

disp(['Number of degrees of freedom = ',num2str(dof) ]);

disp(['p-value = ',num2str(1-chi2cdf(wd,dof)) ]);

disp(' ')

% Wald test of no causality from money to prices

r = zeros(2,36);

r(1,21) = 1.0;

r(2,25) = 1.0;

q = [ 0 ; 0 ];

wd = (r\*theta1 - q)'\*inv(r\*cov1\*r')\*(r\*theta1 - q);

dof = size(r,2);

disp(' ')

disp(['Wald test (money to prices) = ',num2str(wd) ]);

disp(['Number of degrees of freedom = ',num2str(dof) ]);

disp(['p-value = ',num2str(1-chi2cdf(wd,dof)) ]);

disp(' ')

% Wald test of no causality from output to prices

r = zeros(2,36);

r(1,23) = 1.0;

r(2,27) = 1.0;

q = [ 0 ; 0 ];

wd = (r\*theta1 - q)'\*inv(r\*cov1\*r')\*(r\*theta1 - q);

dof = size(r,2);

disp(' ')

disp(['Wald test (output to prices) = ',num2str(wd) ]);

disp(['Number of degrees of freedom = ',num2str(dof) ]);

disp(['p-value = ',num2str(1-chi2cdf(wd,dof)) ]);

disp(' ')

% Wald test of no causality from all to prices

r = zeros(2,36);

r(1,20) = 1.0;

r(2,24) = 1.0;

r(3,21) = 1.0;

r(4,25) = 1.0;

r(5,23) = 1.0;

r(6,27) = 1.0;

q = [ 0 ; 0 ; 0 ; 0 ; 0 ; 0 ];

wd = (r\*theta1 - q)'\*inv(r\*cov1\*r')\*(r\*theta1 - q);

dof = size(r,1);

disp(' ')

disp(['Wald test (all to prices) = ',num2str(wd) ]);

disp(['Number of degrees of freedom = ',num2str(dof) ]);

disp(['p-value = ',num2str(1-chi2cdf(wd,dof)) ]);

disp(' ')

% Wald test of no causality from interest rates to output

r = zeros(2,36);

r(1,29) = 1.0;

r(2,33) = 1.0;

q = [ 0 ; 0 ];

wd = (r\*theta1 - q)'\*inv(r\*cov1\*r')\*(r\*theta1 - q);

dof = size(r,2);

disp(' ')

disp(['Wald test (interest rates to output) = ',num2str(wd) ]);

disp(['Number of degrees of freedom = ',num2str(dof) ]);

disp(['p-value = ',num2str(1-chi2cdf(wd,dof)) ]);

disp(' ')

% Wald test of no causality from money to output

r = zeros(2,36);

r(1,30) = 1.0;

r(2,34) = 1.0;

q = [ 0 ; 0 ];

wd = (r\*theta1 - q)'\*inv(r\*cov1\*r')\*(r\*theta1 - q);

dof = size(r,2);

disp(' ')

disp(['Wald test (money to output) = ',num2str(wd) ]);

disp(['Number of degrees of freedom = ',num2str(dof) ]);

disp(['p-value = ',num2str(1-chi2cdf(wd,dof)) ]);

disp(' ')

% Wald test of no causality from prices to output \*\*/

r = zeros(2,36);

r(1,31) = 1.0;

r(2,35) = 1.0;

q = [ 0 ; 0 ];

wd = (r\*theta1 - q)'\*inv(r\*cov1\*r')\*(r\*theta1 - q);

dof = size(r,2);

disp(' ')

disp(['Wald test (prices to output) = ',num2str(wd) ]);

disp(['Number of degrees of freedom = ',num2str(dof) ]);

disp(['p-value = ',num2str(1-chi2cdf(wd,dof)) ]);

disp(' ')

% Wald test of no causality from all to output

r = zeros(2,36);

r(1,29) = 1.0;

r(2,33) = 1.0;

r(3,30) = 1.0;

r(4,34) = 1.0;

r(5,31) = 1.0;

r(6,35) = 1.0;

q = [ 0 ; 0 ; 0 ; 0 ; 0 ; 0 ];

wd = (r\*theta1 - q)'\*inv(r\*cov1\*r')\*(r\*theta1 - q);

dof = size(r,1);

disp(' ')

disp(['Wald test (all to output) = ',num2str(wd) ]);

disp(['Number of degrees of freedom = ',num2str(dof) ]);

disp(['p-value = ',num2str(1-chi2cdf(wd,dof)) ]);

end

%--------------------------- Functions ----------------------------------

%

%--------------------------------------------------------------------------

% Log-likelihood function for an unrestricted VARMA model

%--------------------------------------------------------------------------

function f = neglog( b,y )

% both t and n are the size of y

[ t,n ] = size( y );

v = zeros( t,4 );

lf = zeros( t-2,1 );

% First loop over MA part

% split each part in 10 lags.. that will maintain consistency with the

% previous restrictions set. Here i is starting with 3v lags as

% mentioned in the question.And yes, please notice that all y matrix is

% going upto a maximum of 4 columns and not more because we set v to be

% a 4 column matrix in the beginning. And so each time we reach 4th

% column we increase lag ,(i-1) turns to (i-2).. Also notice, you had 2

% rows and 36 columns, here, the coefficient ‘b’ will continue to go

% upto 36 columns, so for 4 variables we have 4 v's or for 3 lags we

% have 3+1 =t or 4 v's. we split each v by 10 as we did for the earlier

% part of restrictions in the wald tests, and we end our calculations

% in 36...we also take i upto 4.

for i = 3:t

v(i,1) = y(i,1) - b(1) - b(2)\*y(i-1,1) - b(3)\*y(i-1,2) - ...

b(4)\*y(i-1,3) - b(5)\*y(i-1,4) - b(6)\*y(i-2,1) - ...

b(7)\*y(i-2,2) - b(8)\*y(i-2,3) - b(9)\*y(i-2,4);

v(i,2) = y(i,2) - b(10) - b(11)\*y(i-1,1) - b(12)\*y(i-1,2) - ...

b(13)\*y(i-1,3) - b(14)\*y(i-1,4) - b(15)\*y(i-2,1) - ...

b(16)\*y(i-2,2) - b(17)\*y(i-2,3) - b(18)\*y(i-2,4);

v(i,3) = y(i,3) - b(19) - b(20)\*y(i-1,1) - b(21)\*y(i-1,2) - ...

b(22)\*y(i-1,3) - b(23)\*y(i-1,4) - b(24)\*y(i-2,1) - ...

b(25)\*y(i-2,2) - b(26)\*y(i-2,3) - b(27)\*y(i-2,4);

v(i,4) = y(i,4) - b(28) - b(29)\*y(i-1,1) - b(30)\*y(i-1,2) - ...

b(31)\*y(i-1,3) - b(32)\*y(i-1,4) - b(33)\*y(i-2,1) - ...

b(34)\*y(i-2,2) - b(35)\*y(i-2,3) - b(36)\*y(i-2,4);

end

v = trimr( v,2,0 );

vc = v'\*v/length(v);

for i = 1:t-2;

lf(i) = -0.5\*n\*log(2\*pi) - 0.5\*log(det(vc)) ...

- 0.5\*v(i,:)\*inv(vc)\*v(i,:)';

end

f = -mean( lf );

end

r= (2,36)

[ 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 ]

Putting restrictions:

Wald test of No Causality

Money -> interest rate ((1,3),(2,7))

[ 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 ]

Wald test of No Causality

Price-> interest rate ((1,4),(2,8))

[ 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 ]

Wald test of No Causality

Output-> interest rate ((1,5),(2,9))

[ 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 ]

Wald test of No Causality

All-> interest rate

r(1,3) = 1.0;

r(2,7) = 1.0;

r(3,4) = 1.0;

r(4,8) = 1.0;

r(5,5) = 1.0;

r(6,9) = 1.0;

[ 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 ]

Wald test of No Causality

Interest Rate -> Money ((1,11),(2,15))

[ 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 ]

Wald test of No Causality

Prices -> Money ((1,13),(2,17))

[ 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 ]

Wald test of No Causality

Output -> Money ((1,14),(2,18))

[ 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 ]

From all to money

r(1,11) = 1.0;

r(2,15) = 1.0;

r(3,13) = 1.0;

r(4,17) = 1.0;

r(5,14) = 1.0;

r(6,18) = 1.0;

interest rates to prices

r(1,20) = 1.0;

r(2,24) = 1.0;

money to prices

r(1,21) = 1.0;

r(2,25) = 1.0;

output to prices

r(1,23) = 1.0;

r(2,27) = 1.0;

all to prices

r(1,20) = 1.0;

r(2,24) = 1.0;

r(3,21) = 1.0;

r(4,25) = 1.0;

r(5,23) = 1.0;

r(6,27) = 1.0;

interest rates to output

r(1,29) = 1.0;

r(2,33) = 1.0;

money to output

r(1,30) = 1.0;

r(2,34) = 1.0;

prices to output

r(1,31) = 1.0;

r(2,35) = 1.0;

all to output

r(1,29) = 1.0;

r(2,33) = 1.0;

r(3,30) = 1.0;

r(4,34) = 1.0;

r(5,31) = 1.0;

r(6,35) = 1.0;

**Impulse response and variance decomposition**

%=========================================================================

%

% Recursive structural model estimated in four ways

%

%=========================================================================

function stsm\_recursive( )

clear all

clc

% Read the data: quarterly US data from Jan-1959 to Dec-1998

load simsdata.mat

% Define variables

r = ytdata(:,1);

lex = log( ytdata(:,2) );

lcp = log( ytdata(:,3) );

lm = log( ytdata(:,4) );

lp = log( ytdata(:,5) );

lo = log( ytdata(:,6) );

sdum = ytdata(:,7:17);

t = length(ytdata);

% Construct variables for use in VAR

% interest rate and the annual percentage growth rates in money, price and output

yvar = [ r lm lp lo ];

tmp = 100\*(trimr(yvar(:,2:4),12,0) - trimr(yvar(:,2:4),0,12));

yvar = [ trimr(yvar(:,1),12,0) tmp];

lags = [trimr(yvar,1,1) trimr(yvar,0,2) ];

% Structural equation approach ..Book page 493-500…

y = trimr(yvar(:,1),2,0);

x = [ones(length(y),1) lags ];

a1 = x\y;

u1 = y - x\*a1;

y = trimr(yvar(:,2),2,0);

x = [ ones(length(y),1) trimr(yvar(:,1),2,0) lags ];

a2 = x\y;

u2 = y - x\*a2;

y = trimr(yvar(:,3),2,0);

x = [ ones(length(y),1) trimr(yvar(:,[1 2]),2,0) lags ];

a3 = x\y;

u3 = y - x\*a3;

y = trimr(yvar(:,4),2,0);

x = [ ones(length(y),1) trimr(yvar(:,[1 2 3]),2,0) lags ];

a4 = x\y;

u4 = y - x\*a4;

% Structural residuals and covariance

b01 = [ 1 0 0 0;

-a2(2) 1 0 0;

-a3(2) -a3(3) 1 0;

-a4(2) -a4(3) -a4(4) 1 ];

u = [u1 u2 u3 u4 ];

d1 = u'\*u/length(u);

% Reduced form approach

y = trimr(yvar,2,0);

x = [ones(length(yvar)-2,1) lags ];

bar = x\y;

v = y - x\*bar;

u1 = v(:,1);

a2 = v(:,1)\v(:,2);

u2 = v(:,2) - v(:,1)\*a2;

a3 = v(:,[1 2])\v(:,3);

u3 = v(:,3) - v(:,[1 2])\*a3;

a4 = v(:,[1 2 3])\v(:,4);

u4 = v(:,4) - v(:,[1 2 3])\*a4;

% Structural residuals and covariance

b02 = [ 1 0 0 0;

-a2(1) 1 0 0;

-a3(1) -a3(2) 1 0;

-a4(1) -a4(2) -a4(3) 1 ];

u = [u1 u2 u3 u4 ];

d2 = u'\*u/length(u);

% Choleski decomposition approach

y = trimr(yvar,2,0);

x = [ ones(length(y),1) lags ];

bar = x\y;

v = y - x\*bar;

vc = v'\*v/length(v);

s = chol(vc)';

tmp = diag(s);

b0inv = bsxfun(@rdivide,s,tmp');

b03 = inv(b0inv);

d3 = zeros(4);

d3 = diag(tmp.^2);

% MLE approach

ops = optimset('LargeScale','off','Display','iter');

theta0 = 0.1\*ones(10,1);

% Converge in one iteration

%theta0 = [-b01(2,1) ; -b01(3,1) ; -b01(3,2) ; -b01(4,1) ; -b01(4,2) ; -b01(4,3) ; diag(d1) ];

[ theta,fval ] = fminunc(@(theta) neglog(theta,y,v),theta0,ops);

lf = -fval;

disp(['Log-likelihood value = ',num2str(lf) ]);

disp(['T x Log-likelihood value = ' num2str(length(v)\*lf) ]);

b04 = [ 1 0 0 0 ;

-theta(1) 1 0 0 ;

-theta(2) -theta(3) 1 0 ;

-theta(4) -theta(5) -theta(6) 1 ];

d4 = zeros(4);

d4 = diag(theta(7:10));

disp(' ')

disp( 'B0: structural equation approach' )

disp( b01 )

disp( 'B0: reduced form approach' )

disp( b02 )

disp( 'B0: Choleski decomposition approach' )

disp( b03 )

disp( 'B0: maximum likelihood approach' )

disp( b04 )

disp(' ')

disp( 'D: structural equation approach' )

disp( d1 )

disp( 'D: reduced form approach' )

disp( d2 )

disp( 'D: Choleski decomposition approach' )

disp( d3 )

disp( 'D: maximum likelihood approach' )

disp( d4 )

end

%--------------------------- Functions ----------------------------------

%

%--------------------------------------------------------------------------

% Log-likelihood function for the VAR

%--------------------------------------------------------------------------

function f = neglog(b,y,v)

t = length(v);

n = size(y,2);

lnl = zeros(t,1);

b0 = [ 1 0 0 0 ;

-b(1) 1 0 0 ;

-b(2) -b(3) 1 0 ;

-b(4) -b(5) -b(6) 1 ];

% Structural residual variances

d = eye(n);

d = diag(abs(b(7:10)));

vc = inv(b0)\*d\*inv(b0)';

for i=1:t

lnl(i) = -0.5\*n\*log(2\*pi) - 0.5\*log(det(vc)) - 0.5\*v(i,:)\*inv(vc)\*v(i,:)';

end

f = -mean( lnl );

end

%=========================================================================

%

% Recursive structural model estimated in four ways

%Page 494 in book, page 532 in search

%

%=========================================================================

function stsm\_recursive( )

clear all

clc

% Read the data: quarterly US data from Jan-1959 to Dec-1998

load simsdata.mat

% Define variables

r = ytdata(:,1);

lex = log( ytdata(:,2) );

lcp = log( ytdata(:,3) );

lm = log( ytdata(:,4) );

lp = log( ytdata(:,5) );

lo = log( ytdata(:,6) );

sdum = ytdata(:,7:17);

% Here t(length) is simply the length of the rows in total

t = length(ytdata);

% Construct variables for use in VAR

% interest rate and the annual percentage growth rates in money, price and output

yvar = [ r lm lp lo ];

% Interestingly, this is a recursion as we are trimming the first anb

% final and subtracting them we are getting a measure of rate of growth

% only and nothing else

tmp = 100\*(trimr(yvar(:,2:4),12,0) - trimr(yvar(:,2:4),0,12));

% Now we are making the yvar complete by adding the interest rate on

% the front column where no growth rate is calculated.

yvar = [ trimr(yvar(:,1),12,0) tmp];

% we just use the lags later.

lags = [trimr(yvar,1,1) trimr(yvar,0,2) ];

% Structural equation approach

% Now the fun begins. we are starting with y being ineterst rate only

y = trimr(yvar(:,1),2,0);

%here, the first column is the column of ones only.and the rest two

%columns are of lags that we will use for structutal shcoks calculation

%one by one.

x = [ones(length(y),1) lags ];

% its a tricky part. a1 is the structural shocks similar to book page

% 494. The division is giving the impact of interest rate to others and

% we get just one column matrix.

a1 = x\y;

% Now we have the disturbance term by redoing the equation of y. This

% tells us, how deviated y is becoming due to others shocks in the

% system.

u1 = y - x\*a1;

y = trimr(yvar(:,2),2,0);

% the x gets bigger having an additional column as now interest

% rate... is added to the system to calculate impact of interest

% rate... on money. Or its simply following the second euqtion of the

% 4 equation in book page 494, equation 13,40. The structural

% approach.

x = [ ones(length(y),1) trimr(yvar(:,1),2,0) lags ];

a2 = x\y;

u2 = y - x\*a2;

y = trimr(yvar(:,3),2,0);

x = [ ones(length(y),1) trimr(yvar(:,[1 2]),2,0) lags ];

a3 = x\y;

u3 = y - x\*a3;

y = trimr(yvar(:,4),2,0);

x = [ ones(length(y),1) trimr(yvar(:,[1 2 3]),2,0) lags ];

a4 = x\y;

u4 = y - x\*a4;

% Structural residuals and covariance

% Simply check out the page 494 equation 13.41 for all the estimations

% ..from here

b01 = [ 1 0 0 0;

-a2(2) 1 0 0;

-a3(2) -a3(3) 1 0;

-a4(2) -a4(3) -a4(4) 1 ];

u = [u1 u2 u3 u4 ];

% remember, from book page 496, E[u'\*u] = D

d1 = u'\*u/length(u);

% Reduced form approach

% Always look into book page 495 for detailed discussion.

y = trimr(yvar,2,0);

% X like before. Lags is already 8 columns..Just subtracting all by 2

% ..for it is VAR(2).

x = [ones(length(yvar)-2,1) lags ];

bar = x\y;

v = y - x\*bar;

% Now here, in every step the equation increases following the approach

% in page 495. Just take the system of shocks a1,a2,... to the right

% hand side and thats it....very easy....trciks lie in a2 only . Here

% u1,u2,u3 are the structutal residulas we need for estimation of the

% equations.

u1 = v(:,1);

a2 = v(:,1)\v(:,2);

u2 = v(:,2) - v(:,1)\*a2;

a3 = v(:,[1 2])\v(:,3);

u3 = v(:,3) - v(:,[1 2])\*a3;

a4 = v(:,[1 2 3])\v(:,4);

u4 = v(:,4) - v(:,[1 2 3])\*a4;

% Structural residuals and covariance

b02 = [ 1 0 0 0;

-a2(1) 1 0 0;

-a3(1) -a3(2) 1 0;

-a4(1) -a4(2) -a4(3) 1 ];

u = [u1 u2 u3 u4 ];

d2 = u'\*u/length(u);

% Choleski decomposition approach

% Now this is really easy

% step 1: compute V as in the reduced form approach

y = trimr(yvar,2,0);

x = [ ones(length(y),1) lags ];

bar = x\y;

v = y - x\*bar;

% Step 2: E[u'\*u] = D , and V= D\*inv(B0)\*inv(B0)' book page 495 and

% 496..

vc = v'\*v/length(v);

s = chol(vc)';

tmp = diag(s);

% step 3: simple, page 496(book), right arrray matrix divide,

% B0 = (S \ D)', here we are deviding S with diagonal elements of S...

% which is D and than invesring it in b03. d3 is simply doing the

% same.. thing again, finding D by squaring diagonal elements of D.

b0inv = bsxfun(@rdivide,s,tmp');

b03 = inv(b0inv);

% first we are creating a zeros matrix to make space for teh arrays..a

% and than we are creating the diagonal matrix so that we can only

% place the diagonal elements in a zero matrix and have a proper

% structure of diagonal matrix. we have values for only digonal elements...

%good use of zeros.

%

d3 = zeros(4);

d3 = diag(tmp.^2);

% MLE approach

ops = optimset('LargeScale','off','Display','iter');

theta0 = 0.1\*ones(10,1);

% Converge in one iteration

%theta0 = [-b01(2,1) ; -b01(3,1) ; -b01(3,2) ; -b01(4,1) ; -b01(4,2) ; -b01(4,3) ; diag(d1) ];

[ theta,fval ] = fminunc(@(theta) neglog(theta,y,v),theta0,ops);

lf = -fval;

disp(['Log-likelihood value = ',num2str(lf) ]);

disp(['T x Log-likelihood value = ' num2str(length(v)\*lf) ]);

b04 = [ 1 0 0 0 ;

-theta(1) 1 0 0 ;

-theta(2) -theta(3) 1 0 ;

-theta(4) -theta(5) -theta(6) 1 ];

d4 = zeros(4);

d4 = diag(theta(7:10));

disp(' ')

disp( 'B0: structural equation approach' )

disp( b01 )

disp( 'B0: reduced form approach' )

disp( b02 )

disp( 'B0: Choleski decomposition approach' )

disp( b03 )

disp( 'B0: maximum likelihood approach' )

disp( b04 )

disp(' ')

disp( 'D: structural equation approach' )

disp( d1 )

disp( 'D: reduced form approach' )

disp( d2 )

disp( 'D: Choleski decomposition approach' )

disp( d3 )

disp( 'D: maximum likelihood approach' )

disp( d4 )

end

%--------------------------- Functions ----------------------------------

%

%--------------------------------------------------------------------------

% Log-likelihood function for the VAR

%--------------------------------------------------------------------------

function f = neglog(b,y,v)

t = length(v);

n = size(y,2);

lnl = zeros(t,1);

b0 = [ 1 0 0 0 ;

-b(1) 1 0 0 ;

-b(2) -b(3) 1 0 ;

-b(4) -b(5) -b(6) 1 ];

% Structural residual variances

d = eye(n);

d = diag(abs(b(7:10)));

vc = inv(b0)\*d\*inv(b0)';

for i=1:t

lnl(i) = -0.5\*n\*log(2\*pi) - 0.5\*log(det(vc)) - 0.5\*v(i,:)\*inv(vc)\*v(i,:)';

end

f = -mean( lnl );

end

%=========================================================================

%

% Program to reproduce Diebold and Yilmaz (2009) spillover model

%=========================================================================

stsm\_DIY

clc

clear all

load('Raisul-1.mat');

% Choose the data

y = Raisulindex1;

z = bsxfun(@rdivide,bsxfun(@minus,y,mean(y)),std(y));

disp(' Mean Median Max Min Std.dev. Skew Kurt')

disp( [ mean(y)' median(y)' max(y)' min(y)' std(y)' mean(z.^3)' mean(z.^4)'] )

% Estimate a VAR with lag p=2

x = [ones(length(y)-2,1) trimr(y,1,1) trimr(y,0,2) ];

b = x\trimr(y,2,0);

%% Taking total number of rows and columns

% When we put the size command it automatically places the no of rows in element

% 1 of [] and no of columns in element 2 of []

[rcnt, ccnt] = size(b)

%% need to fix values for these variables

mu = trimr(b,0,rcnt-1)'; % Vector of intercepts

phi1 = trimr(b,1,ccnt)'; % Lag 1 parameter estimates

phi2 = trimr(b,ccnt+1,0)'; % Lag 2 parameter estimates

%% Generate VMA (non-orthogonalized) for horizons 1 to 10

%here is si1, we are asking to return the second dimension of y first and

%then we are putting identity matrix eye command ..Easy, if we put size(y)

%only it will retuurn 6701 (rcnt) because it is a 6701 by 8 matrix.but id

%we put size (y,2) it will return the ccnt or 8....now we are converting 8

%into a 8 by 8 identity matrix with eye command....why?... because we are

%making place with 0's to put scalers in the next steps while keeping restrictions

%or 1 in the diagonal so that we can measure the impact of one variable to

%others....

si1 = eye(size(y,2));

% in the next step we continue to create 8 by 8 matrix...the earlier

% commands helpmed me to create dimensions and fix it...

si2 = phi1;

si3 = phi1\*si2 + phi2;

si4 = phi1\*si3 + phi2\*si2;

si5 = phi1\*si4 + phi2\*si3;

si6 = phi1\*si5 + phi2\*si4;

si7 = phi1\*si6 + phi2\*si5;

si8 = phi1\*si7 + phi2\*si6;

si9 = phi1\*si8 + phi2\*si7;

si10 = phi1\*si9 + phi2\*si8;

% Generate VMA (orthogonalized) for horizons 1 to 10

v = trimr(y,2,0) - x\*b; % VAR residuals

% in a 3 by 7 matrix length(X) gives 7 (ccnt).....helps to convert big

% matrix to the number of its columns....

vc = v'\*v/length(v);

% d is giving me the diagonal values of vc only

d = diag(vc);

% as soon as we take cholesky decomposition, it starts to decompose....it

% turns the upper dimension of the diagonal to 0s, restructuring the

% matrix...

s = chol(vc)';

ir1 = si1\*s;

ir2 = si2\*s;

ir3 = si3\*s;

ir4 = si4\*s;

ir5 = si5\*s;

ir6 = si6\*s;

ir7 = si7\*s;

ir8 = si8\*s;

ir9 = si9\*s;

ir10 = si10\*s;

% Compute variance decompositions for horizons 1 to 10

% If A is a matrix, then sum(A) returns a row vector containing the sum of

% each column. 1 by n row matrix

% sum(vd1,2) = X means X returns the sum of all rows of vd1. it becomes 1 column matrix...

% S = sum(A,dim) returns the sum along dimension dim. For example, if A is a matrix, then sum(A,2) is a column vector containing the sum of each row.

%n by 1 matrix

vd1 = ir1.^2;

vd1 = 100\*bsxfun(@rdivide,vd1,sum(vd1,2));

vd2 = ir1.^2 + ir2.^2;

vd2 = 100\*bsxfun(@rdivide,vd2,sum(vd2,2));

vd3 = ir1.^2 + ir2.^2 + ir3.^2;

vd3 = 100\*bsxfun(@rdivide,vd3,sum(vd3'));

vd4 = ir1.^2 + ir2.^2 + ir3.^2 + ir4.^2;

vd4 = 100\*bsxfun(@rdivide,vd4,sum(vd4'));

vd5 = ir1.^2 + ir2.^2 + ir3.^2 + ir4.^2 + ir5.^2;

vd5 = 100\*bsxfun(@rdivide,vd5,sum(vd5'));

vd6 = ir1.^2 + ir2.^2 + ir3.^2 + ir4.^2 + ir5.^2 + ir6.^2;

vd6 = 100\*bsxfun(@rdivide,vd6,sum(vd6'));

vd7 = ir1.^2 + ir2.^2 + ir3.^2 + ir4.^2 + ir5.^2 + ir6.^2 + ir7.^2;

vd7 = 100\*bsxfun(@rdivide,vd7,sum(vd7'));

vd8 = ir1.^2 + ir2.^2 + ir3.^2 + ir4.^2 + ir5.^2 + ir6.^2 + ir7.^2 + ir8.^2;

vd8 = 100\*bsxfun(@rdivide,vd8,sum(vd8'));

vd9 = ir1.^2 + ir2.^2 + ir3.^2 + ir4.^2 + ir5.^2 + ir6.^2 + ir7.^2 + ir8.^2 + ir9.^2;

vd9 = 100\*bsxfun(@rdivide,vd9,sum(vd9'));

vd10 = ir1.^2 + ir2.^2 + ir3.^2 + ir4.^2 + ir5.^2 + ir6.^2 + ir7.^2 + ir8.^2 + ir9.^2 + ir10.^2;

vd10 = 100\*bsxfun(@rdivide,vd10,sum(vd10,2));

%% Change the country list

% 1. Australia

% 2. USA

% 3. Indonesia

% 4. Japan

% 5. Malaysia

% 6. Phillipine

% 7. China

% 8. Thailand

str = [ 'AUS ' ;

'USA ' ;

'INDO ' ;

'JPN ' ;

'MAL ' ;

'PHIL ' ;

'CHN ' ;

'THL ' ];

disp('Variance decomposition at period 10')

disp(vd10);

% easy, take the summation of all rows and remove the diagonal values, it

% will away the contribution of the variable on itself...

tmp=sum(vd10,2)-diag(vd10);

disp('Contribution From Others')

disp( [str num2str(tmp) ]);

% Its itsybitsy....now, we are taking 1 row by summing all elements in

% columns and than subtracting from the diagonal matrix...it gives the

% impact of the vartiable of interet to others....

tmp2=(sum(vd10)-diag(vd10)')';

disp('Contribution To Others')

disp( [str num2str(tmp2) ]);